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Abstract

The emerging Anthropocene concept contains two conceptual challenges: its developing narrative
tends to present a teleological view of history as linear and deterministic, which is at odds with
evidence of evolutionary and historical contingency; and the species category at its core sits
uneasily with both the causal details of historical changes and the complexity of conceptualizing
human—nature relations. We can learn from the ways similar challenges have been dealt with in
the long debate over the origins of agriculture. A body of critical and empirical scholarship now
conceptualizes agriculture in more dynamic, contingent terms, but has dealt less well with the
second, more difficult, challenge. To realize the Anthropocene’s potential to suggest restorative
and less fatalistic approaches to the future, we need to work as hard on the concepts as on their
constitutive empirical evidence.

Keywords
archaeology, capitalism, contingency, dualism, historical process, hunter-gatherer, more-than-
human, origins of agriculture

Introduction

The emerging concept of the Anthropocene challenges us to think differently about many things. It
challenges the ideal of economic growth that helped propel it, particularly its manifestation over
the second half of the 20th century (Steffen et al., 2011: 862). If human impact on the Earth can be
translated into human responsibility for the Earth, the concept may help stimulate appropriate
societal responses and/or invoke appropriate planetary stewardship (DeFries et al., 2012; Ellis,
2011). Even so, while the concept has emerged out of palacoecological, archacological and histori-
cal perspectives on Earth systems, there is great uncertainty about the future, and how we can apply
any lessons of the past, since ‘Earth is currently operating in a no-analogue state’ (Crutzen and
Steffen, 2003: 253). The evidence of the Anthropocene requires us to rebuild its own conceptual
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scaffolding in order to imagine and enact the world differently (Sayre, 2012). This will be a long-
term project.

In this paper I aim to contribute constructively to that project by addressing two connected chal-
lenges that hamper the potential of the Anthropocene, as concept, to help us think differently in the
necessary ways:

(1) The emerging narrative tends to present human history in a linear, deterministic and teleo-
logical frame at odds with both scientific and social scientific understandings of evolution-
ary and historical contingency. This may be an inadvertent by-product of the geological
conversation in which the concept is often discussed, rather than a deliberate strategy, but
it needs to be addressed.

(2) The anthropos at the core is a slippery concept. On one hand the human is understood as an
increasingly dominant force: ‘our own species, has become so large and active that it now
rivals some of the great forces of Nature’ (Steffen et al., 2011: 43). On the other, ‘the ancient
dichotomy of humans and nature is now empirically false at the global scale’ (Sayre, 2012:
63). Is the anthropos a separate and definable actor, or a variable force in an assemblage with
others, or both? As others have recognized (Malm and Hornborg, 2014), we have conceptu-
alized the Anthropocene with an undifferentiated human, again contrary to the abundant
evidence of spatial and temporal differences in influences below the species level. Further,
the Anthropocene is depicted as an outcome of human power, yet the assemblage thus cre-
ated is characterized by surprise, uncertainty and lack of control (G Harris, 2007).

This paper identifies and discusses the insights that the Anthropocene debate might gain from the
question of agricultural origins. Much recent Anthropocene debate is reminiscent of earlier discus-
sions over the Neolithic Revolution. When and where did it start? What were the drivers, what
were the responses and what are the reliable empirical indicators? In the last two decades such
questions have been reframed in new approaches seeking to ‘rethink the Neolithic’ (Thomas, 1991)
— famously as neither Neolithic nor Revolution (e.g. Gamble, in Bellwood et al., 2007). In an ongo-
ing careful exercise, scholars take issue with the questions, examine the empirical evidence more
carefully and pay attention to the embedded concepts. I am not arguing that the Anthropocene and
the Neolithic are similar, or even equivalent, phases of human history. I am arguing that they both
represent pivotal changes in the way we understand and conceptualize human relations with the
non-human world. Each discourse has its own distinctive politics, requiring us to consider whose
voice counts. There are things to be learned, therefore, if the incipient intellectual community
around the Anthropocene reflects on how the transition to agriculture has been debated over recent
decades.

The evolution of agriculture has been consistently understood as a threshold moment in human
history. It has its own sweeping narrative arc. Agriculture significantly increased the availability of
calories per unit of land and labour invested. The storage and trade of significant food surplus
paved the way for a transition from hunter-gatherer society to sedentism, in turn providing the
necessary population growth for cities and the emergence of civilization. Agriculture led to wide-
spread transformation of the face of the Earth through the processes of land clearing and other
ecological changes. Indeed, the early agricultural period is one candidate date for the onset of the
Anthropocene (Ruddiman, 2003).

This story is often told in a linear and determinist way that seems to emphasize the inevitability
and superiority of agriculture sweeping across human history. However, evidence from the archaeo-
logical record over the last several decades, summarized later in the paper, has documented enough
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spatial and temporal variability in this process to challenge the coherence of the cultural and eco-
nomic package glossed as ‘agriculture’. I particularly draw attention to a set of more critical
approaches which have engaged with the implications of this empirical evidence for the concept of
agriculture, and its companion concepts (hunter-gatherers, sedentism, civilization, to name a few).

Several authors have argued that the emergence of the Anthropocene concept is also a moment
of convergence between ‘Earth System natural science and post-Cartesian social science’ (Malm
and Hornborg, 2014: 1; see also Lorimer, 2012; Oldfield et al., 2014). This convergence is charac-
terized by: seeing outcomes as contingent, acknowledging the demise of nature as a realm separa-
ble from culture, emphasizing non-linear changes and uncertainties, and attending to the material
basis of interspecies interactions including those within and between humans and others. The con-
vergence thus provides a historical opportunity to challenge the modernist framing of humans as
separate from and superior to nature, and of human history as a progress of continuous improve-
ment. In order to make the most of this moment, it is necessary to forestall two attendant risks. The
first is abandoning contingency to teleology and essentialism. And second, an Anthropocene that
becomes too quickly reified as just another phase in human history will not only be historically
inaccurate, but also have limited potential to mobilize the kinds of political action that its constitu-
ent evidence demands. It is more likely to lead to fatalistic responses. I argue that we should use
the period when the Anthropocene concept is still emergent in the public consciousness, and infor-
mal as a geological epoch, to craft an articulation that is more consistent with contingent under-
standings of history and science, attuned to variability and (as it happens, in the process) generative
of political possibility. Understanding causation and more importantly fixing problems requires
differentiation along a number of lines instead of, or in addition to, the species level.

The structure of the rest of the paper proceeds as follows. In the following section I briefly
review the Anthropocene narrative as expressed in some of its foundational documents, with par-
ticular attention to themes of teleology, determinism, dualisms and treatment of the human. Second
I show how contingent approaches to the history of agriculture have creatively revised previous
deterministic narratives of the early Holocene. I then draw out some ‘lessons’ from agricultural
debates and also identify a set of ways the Anthropocene is new. Some of the lessons can be learned
from concepts that remain intractable in archaeological debates over agricultural origins. New
approaches to agricultural origins deal well with issues of contingency but less well, I will argue,
with the nature/culture dualism and the question of the problematic human category (Head, 2007).
Although it is widely argued that the Anthropocene proclaims the death of the Enlightenment
human-—nature dualism, the modernist vision of nature is in other ways remarkably persistent, for
good reasons (Castree, 2014). Anthropocene science scholarship can benefit from greater engage-
ment with critical social sciences scholarship on these questions.

As a caveat, note that I am not primarily concerned here with whether the Anthropocene is
named as a geological epoch, nor whether an early (8000 BP), middle (1800 cE) or late (1950 cE)
timing is chosen. But, as my argument will show, I am interested in how the debate over when and
where the Anthropocene started provides clues to bigger issues and embedded assumptions.

The Anthropocene narrative

To the question, ‘what characterizes the Anthropocene?’, Zalasiewicz et al. (2011a: 836) start their
answer in the deep time of human prehistory:

The use of tools was once thought to distinguish humans from all other animals, and among the earliest
people who lived at 2Ma in Africa were Homo habilis, the ‘handy man’. From that time, people have been


http://anr.sagepub.com/

6 The Anthropocene Review 1(2)

modifying the Earth. For much of that human story, these changes were achieved by muscle and sinew,
supplemented first by primitive tools, largely for hunting, and later by fire. Traces of humans in the
Pleistocene rock record are rare, and stay rare until the Holocene.

For the anthropos to hold at a species level, it has to encompass all of the relevant time and space
of Homo sapiens. This it demonstrably does not do — despite widespread recognition of human
influences on fire and fauna in the Pleistocene, there is not a serious suggestion that the Anthropocene
is a Late Pleistocene phenomenon (although note Foley et al.’s (2013) argument for a
Palacoanthropocene). Nevertheless. Zalasiewicz et al. in the quote above hark back even further,
and to a genus level.

As Malm and Hornborg (2014) have shown, the long evolutionary path is a common trope in
the standard Anthropocene narrative. A key component is the manipulation of fire. Even for the
most common Anthropocene chronology, attached to James Watt’s 18th-century mobilization of
the steam engine, the evolutionary precursor of fire is framed as the ultimate cause because the
transition to fossil fuels in the Industrial Revolution needs to be

deduced from human nature. If the dynamics were of a more contingent character, the narrative of an
entire species — the anthropos as such — ascending to biospheric supremacy would be difficult to
uphold: ‘the geology of mankind’ must have its roots in the properties of that being. (Malm and
Hornborg, 2014: 2)

This essentialist view of the human as a fossil-fuel wielding species is for Malm and Hornborg
impossible to reconcile with the huge historical and contemporary differentials in access to such
resources. Indeed, they argue,

uneven distribution is a condition for the very existence of modern, fossil-fuel technology ... The affluence
of high-tech modernity cannot possibly be universalized — become an asset of the species — because it is
predicated on a global division of labour that is geared precisely to abysmal price and wage differences
between populations. (Malm and Hornborg, 2014: 3)

In other words the species is a category mistake in conceptualization of the Anthropocene, and a
recipe for political paralysis. Other differentiations that similarly draw attention to more particular
social and political drivers include the Capitalocene (Huber, 2008; Malm, 2013; Moore, 2013) and
the Econocene (Norgaard, 2013).

Consider the cene as well as the anthropos. In the narratives referred to above, the Anthropocene
origin is located not only with a human ancestor, but also very deep in time. I agree with Malm and
Hornborg that this is more by default than design. The linear view of history and prehistory is
inadvertently embedded within the dominant modes of visual representation — timelines and strati-
graphic diagrams (Head, 2000). But the result is a teleological view of human history in which the
(negative) outcome is inevitable, a visual trajectory further reinforced by the many exponential
curves that characterize the Anthropocene (e.g. Steffen et al., 2011: Figure 1).

Many if not most of these foundational documents contain within them the evidence of spatial
and temporal variability, for example, in the first articulation of the ‘Anthropocene’ (Crutzen and
Stoermer, 2000), and in the aforementioned exponential curves. Even Ruddiman (2013) — in the
process of proposing an agricultural package, and an early Anthropocene — demonstrates how spa-
tially and temporally variable it was. Zalasiewicz et al. (2011b) discuss many variables as a way of
working out whether there is a single stratigraphic boundary. But as Sayre (2012: 66) argues, it is
precisely this variability that makes the anthropogenic ‘too abstract a category’.
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Contesting teleology and linear ideas of progress is especially important given that much of the
opposition to climate change science, and much of the difficulty people have grasping the com-
plexity of change, stems from public discourses in which humans are understood as separate from
the rest of nature, sometimes with status over and above the rest of nature. Further, we have built
teleological ideas of destiny and progress into the many national narratives that drive economic
growth (Jackson, 2009). Issues of linear time, determinism and dualisms are entwined in complex
ways, as are non-linearity, contingency, emergence and relationality (G Harris, 2007).

The evidence of humans and their processes being embedded into Earth systems at all scales is
widely understood to represent ‘a very public challenge to the modern understanding of Nature as
a pure, singular and stable domain’ (Lorimer, 2012: 593), separable and separated from humanity
(Oldfield et al., 2014). Despite the claims, it seems that such a view of Nature is only half dead
since, as Proctor (2013: 90) argues, Nature survives in most invocations of the Anthropocene: ‘It
appears typical, when confronted with the complexities that are the Anthropocene, to sharpen the
conceptual boundary separating these domains [nature and culture] so as to render this complexity
understandable’. Robbins and Moore (2012) go so far as to name the scientific anxiety involved
as a disorder. The notion of socio-ecological systems, in which the two separate domains are now
mixed, is another example of reinforcing rather than rethinking the dualism (Head, 2012). It is not
surprising that the human—nature dualism is so deeply embedded in the narrative, given its deep
historical roots in Western thought (Glacken, 1967; Sayre, 2012), embedding of the associated
concept of nature in contemporary life (Castree, 2014), and the fact that industrial capitalism is
itself partly constitutive of both the dualisms that we now wrestle with and the Anthropocene
itself (Malm and Hornborg, 2014; Sayre, 2012).

There are insights to be gained here from the collection of social sciences approaches referred
to as post-humanist. These contest persistent human exceptionalism by tracing

the materialities of interspecies interaction — including genetic, microbial, haptic, digestive and ecological
connections — to demonstrate the ontological impossibility of extracting a human body, let alone intentional
mind, from the messy relations of the world. (Lorimer, 2012: 585, in Haraway, 2008)

As Gibson and I (Head and Gibson, 2012) have argued at greater length, there are both opportuni-
ties and challenges here. There is a major and ongoing challenge in elaborating human and non-
human continuities and differences (part of which, following Lulka (2009) is to resist homogenizing
the non-human). As scholars we need to be eternally vigilant in applying the analytical impulse to
questions of human difference and power, and the ways they are conceptualized in climate change
debates. Plumwood’s (1993) analysis of the deep structures of mastery buried in our intellectual
frameworks is still apposite, and her theory of mutuality, which acknowledges both continuity and
(non-hierarchical) difference between humans and non-humans, continues to be helpful here. And
of course it is in some ways an inescapable dilemma; ‘Our life condition appears to be “both/and”
rather than “either/or”, obliging us to use the contradictory ideas of nature as “external” and “uni-
versal” when discussing ourselves’ (Castree, 2014: 29). A key point is that these debates and ten-
sions are a fundamental aspect of how and whether we conceptualize the Anthropocene, not
concerns to be sidelined as a simple definitional footnote.

Rethinking the origins of agriculture

Archaeologists have been debating the origins of agriculture for a long time, with a fundamental
rethink of the Neolithic Revolution, and its Near East centre of origin, in the last few decades
(Thomas, 1991). Evidence increasingly showed that the various parts of the Neolithic ‘package’
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did not all occur together, nor necessarily always in the same order. Sedentism sometimes pre-
ceded, sometimes followed agriculture. These debates are relevant to the Anthropocene, not so
much as part of defining the latter’s temporal boundaries, as per Ruddiman, but rather because of
the assumptions embedded in the conceptualization of any period of human history. Nor am I con-
cerned here with the specifics of the (considerable) methodological or empirical disagreements in
those debates, except insofar as they throw broader interpretive questions into relief. For examples
of the broad range of views on both concept and method, see Bellwood et al. (2007).

Phases of pre/history

A central consideration is the concept of phases or periods of history, whether in deep archaeologi-
cal or more recent historical time. Are these — including the Anthropocene — understood as a con-
venient shorthand for capturing big picture, long-term change, or do they impose boundaries so
strong that they delimit not only time but also our thinking? Gamble et al. (2005), for example,
critiqued ‘agricultural thinking’ because of its in-built assumptions about origins, history and the
processes of change.

As the discussion below will show, our understandings of historical ‘stages’ and phases are
themselves influenced by historical processes, and defined contingently in relation to one another.
Depending how they are thought about, historical phases can replace one another, transition from
one to another (Biermann, 2014), be mutually embedded or just generally be messy. There are
many different examples in current debates. For example as Ruddiman (2013) argues, his early
Anthropocene model has the additional awkward characteristic of swallowing most of the
Holocene. And industrial capitalism is in large part an agricultural enterprise; like the anthropos,
agriculture may be too big a category to have much explanatory traction.

Let us focus then on debates about how agriculture came to be a dominant mode of life across
much of the planet in the early to mid Holocene. In particular I highlight those aspects of contin-
gent and non-linear approaches (Terrell et al., 2003) — and their critique of grand syntheses and
metanarratives — that will assist thinking about the conceptualization of the Anthropocene. Evidence
has long shown agriculture to be a contingent emergence in a number of different ways (Davidson,
1989). The literature is much bigger than I can deal with here and this is not a comprehensive
review. Such understandings have come not only from rethinking the agricultural part of the equa-
tion, but also unravelling the monolithic concept of the ‘precursor’ hunter-gatherer phases. In the
Australian context, for example, both Pleistocene and Holocene archaeological evidence suggest a
‘past comprising a mosaic of independent cultural trajectories based on continuous adjustments’
(Ulm, 2013: 189) to local physical and social conditions (Hiscock, 2008).

Many agricultural practices existed in so-called hunter-gatherer societies

This example draws attention to the fact that boundaries between historical periods may be more
complicated than often recognized. Expanding ethnographic and ethnohistoric research into
hunter-gatherer lifeways in the second half of the 20th century revealed many examples of prac-
tices previously associated only with agriculture, gardens and cultivation. Australian Aboriginal
examples include the encouragement of fruit seed germination on the edge of campsites (Jones,
1975: 24), both extensive and small-scale sites of yam cultivation (Hallam, 1989), and many
descriptions of tilling the soil to enhance the flourishing of tuberous food sources (Gott, 1982). A
series of influential papers examined subsistence strategies across the boundary zone of Torres
Strait, using it as a transect between the hunter-gatherer groups of northern Australia and
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the agriculturalists of New Guinea (Harris, 1977). Harris expressed this spatial variability as a
continuum of human—plant relations (D Harris, 1989, 2007), whereby domesticated species could
be important to a greater or lesser extent.

Conversely, stone technologies previously understood to be Neolithic, such as grinding stones,
occur both much earlier in time than agriculture, and persist in places where agriculture never
appeared (Fullagar, 2006; Fullagar and Field, 1997; Van Peer et al., 2003).

Empirical evidence of hunter-gatherer cultivation processes was often ignored or
rendered invisible in the complex process of colonization

This example draws attention to the fact that boundary-making is itself a political process.
Influential 18th and 19th century conceptualizations of agriculture arose in the specific historical
context of colonialism. The taking of lands was partly justified to the colonizers by framing
colonized peoples as those who lacked purchase on the land (Head, 2000). Both Knobloch (1996)
and Anderson (1997) point to the ways that ‘hunter-gatherer’ and ‘agriculturalist’ were raced and
gendered ideas from the beginning. Invisibility of planting and soil practices was partly to do
with their gendered nature; the descriptions are overwhelmingly of women’s work (Gott, 1982,
1983). In a number of New World contexts, the agricultural metaphor was central to the coloniz-
ing culture’s vision of itself and its civilizing presence. ‘Improvement’ of the land was related to
the transforming hand of civilized man in the form of land clearing, followed by the plough, the
herd and the fence. A process of conceptual dispossession attended the physical dispossession
(Anderson, 2003; Head, 2000). Indeed the agricultural package is so variable that it ‘is unlikely
to have hung together as a concept without the central notion of separating humans/culture/civi-
lization out from nature’ (Saltzman et al., 2011: 56). The politics of the Anthropocene are very
different in their specifics, but it is important that we are alert to the fact that they exist (Malm
and Hornborg, 2014).

Archaeological evidence shows that agriculture emerged differently in different
spaces and times

Processes that may or may not coalesce into global patterns start as locally variable ones. Agriculture
emerged independently, in different configurations, in different parts of the world. Evidence from
yams, taros and bananas, for example (Denham, 2007a, 2007b; Vrydaghs and Denham, 2007),
challenged the dominant Near Eastern ‘cereal-centric’ models. Jones and Brown (2007) show in
detail how the morphological changes to plants and animals, and the set of practices documented
from the Near East, have come to dominate thinking about the origins of agriculture, arguing that
that area has defined the tests for both empirical evidence and the frameworks for thinking about
subsistence and food production. For example, the specific morphological changes seen in domes-
ticated plants, particularly gigantism and dehiscence (the spontaneous opening at maturity of a
plant structure, such as a fruit, anther or sporangium, to release its contents) in wheat and other
cereals, characterize expectations of how domesticated plants could be visibly (and genetically)
distinct and different to their wild counterparts. The focus on Eurasian cereal agriculture, which
includes the story of the domestication of wheat, is argued to fetishize the significance of morpho-
logical changes, at the risk of ignoring or underplaying more significant social and ecological
change (Denham, 2007a; Denham and White, 2007; Vrydaghs and Denham, 2007). More nuanced
and varied conceptualizations of domestication, as a social and cultural process of relations rather
than simply a rearrangement of genes (Barton and Denham, 2011; Denham, 2007a, 2007b; Hodder,


http://anr.sagepub.com/

120 The Anthropocene Review 1(2)

2007; Terrell et al., 2003; Zeder et al., 2006) have been advanced. Plants that reproduce vegeta-
tively can be just as significant as cereals, albeit less materially transformed' and hence less
archaeologically visible, partners in the socio-ecological processes that Barton and Denham (2011)
call “vegecultures’.

Further, morphological change is an ‘artificial’ moment in time — a point only along the line of
evolving relationships, in this example between the humans and plants. Some relationships might
be quick and dramatic; others slow and evolving; some intense or indeed with little commitment
from either human or plant partner (Zeder, 2006). Denham et al. (2009) conceptualized human—
plant relations over archaeological timescales as constituted by ‘bundles of practices’, reminding
us that close empirical attention to variation in space and time reveals very different patterns to the
imposition of pre-constituted categories.

The history of agriculture (and its mirror concept hunting/gathering) bears all the hallmarks of De
Landa’s (1997) non-linear history, in which humanity ‘liquifies’ and ‘solidifies’ in different forms:

if the different ‘stages’ of human history were indeed brought about by phase transitions, then they
are not ‘stages’ at all — that is, progressive developmental steps, each better than the previous one, and
indeed leaving the previous one behind. On the contrary, much as water’s solid, liquid, and gas phases
may coexist, so each new human phase simply added itself to the other ones, coexisting and interacting
with them without leaving them in the past ... at each bifurcation alternative stable states were
possible, and once actualized, they coexisted and interacted with one another. (De Landa, 1997:
15-16)

This applies not only to the variable onset of agriculture but also to its later manifestations. For
example, Roberts et al. (2011) argue that major transitions within the agricultural Holocene were
complex, contingent and non-deterministic.

Conceptual critique of the concept of agriculture

While the archaeological examples above show the complex and appropriate interplay between
empirical evidence and conceptual framing, it is useful to draw attention to critiques from
outside archaeology that also have implications for understandings of long-term change.
Conceptual critiques of the hunter-gatherer/agricultural dichotomy came from anthropology,
with Ingold’s (2000) articulation of ‘dwelling’, and from geography with Anderson’s (1997)
critique of animal domestication. Building on examples of how ‘others’ conceive of their rela-
tionship with plants, Ingold reconceptualized human—non-human relations as being the ‘rela-
tive scope of human involvement in establishing the conditions for growth’ (Ingold, 2000: 86),
without making distinctions between the natural and social worlds. Anderson synthesized an
‘appeal’ to relax rigid oppositions and reframe ‘and re-imagine more animal-inclusive models
of social relations’ (Anderson, 1997: 463). She argued that the ‘underpinning moralities and
contradictory manifest forms’ of domestication are open to ‘rupture and reversal’ (Anderson,
1997: 481). Scholars across a range of social science and humanities disciplines have taken up
this challenge, producing new accounts of human—animal relations in which the boundaries
previously drawn are not so distinct, and in which the human cannot be privileged in quite the
same way (see, for example, Cassidy and Mullin, 2007). Implications are being explored in a
number of areas of natural resource management and biodiversity conservation, in conversa-
tion with the ecological sciences (Hobbs et al., 2013; Lorimer, 2012; Ogden et al., 2013;
Robbins and Moore, 2012).
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Lessons for the Anthropocene

So, what can we learn from all this for thinking about the Anthropocene? I wish to draw here on
approaches in both the natural and social sciences that seek contingent, relational, materialist
approaches to the relations between human and non-human worlds. These approaches are nei-
ther essentialist nor teleological, they are attuned to heterarchical rather than hierarchical differ-
ence and they also attend to power. I see three particular implications from the agricultural
discussion.

)

2

3

It is a long-term scholarly enterprise to classify periods of history in this way, to rework
them, to debate their meaning and boundaries. It is not a simple question of definition, to
be skipped over to get to core business. We need to be prepared to analyse the process
(using appropriate disciplinary tools) rather than impose categories from above, or assume
that the question of the Anthropocene is only a geological question. In the process we must
be alert to the concepts even as they are becoming embedded, and be conscious of the cul-
tural specificity of the discourse, as well as the cultural specificity of the changes being
analysed. As Robin argues in a different context (2013: 332), ‘Anthropocene origin stories
follow the deep wheel ruts of northern hemisphere history’. There are of course differences
between critique of the Neolithic concept and the pace and scale of scholarship around the
Anthropocene. The latter has a virtually global multidisciplinary reach and it has been
framed in a particular way by the physical sciences.

It is important to be alert to spatial and temporal variability, and what it means for phases
of history. The process by and rates at which both agriculture and the Anthropocene became
global in scale are clearly matters for ongoing empirical analysis. The point is that detailed
analysis of such change is important for understanding causal processes, in disentangling
drivers and effects, and imagining how and where to intervene. For example Steffen et al.’s
(2011) demonstration that the post-1950 Great Acceleration ‘was disproportionately driven
by consumption patterns in the Global North, even in the context of increased population
growth throughout the rest of the world’ (Ogden et al., 2013: 342) invites interventions
around consumption rather than population per se. It is particular groups of humans doing
particular things that generate particular historical processes, in assemblage or constella-
tion (Ogden et al., 2013) with many non-human others, whether we are talking about
Pleistocene fire and megafaunal hunting, methane emissions from rice agriculture in China,
Watt’s steam engine and the parallel engines of industrialization and colonization, or the
post-Second World War great acceleration.

We need to be careful with the category human. This is really a lesson from what the agri-
cultural origins debate has never quite done, and there is considerable scope to draw the
post-humanist social sciences into further conversation with the natural sciences. But it is
also the case that this challenge is the most difficult one. It is no accident that related origin
stories and conceptualizations of human—nature relations have emerged as part of two key
constituent phases of the Anthropocene, agriculture and industrial capitalism. ‘The demise
of the human—nature dualism and the tenacious hold it nonetheless maintains are both
strongly linked to industrial capitalism’ (Sayre, 2012: 58), in that ideals of pristine nature
somewhere else were strengthened during the brutal urban expressions of the Industrial
Revolution. Similar arguments have often been made about colonialism, with the noble
savage standing in and for nature (Anderson, 1997, 2003). If the Anthropocene is to fulfil
its promise to do things differently, a lot of conceptual labour will be needed.
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Let me be clear — this is not an argument to get rid of the concept of the human, but to consider
more carefully differentiations of concept and practice both within this category, and between it
and others. We have to think differently about how human and other life and materials are mutually
embedded, while at the same time accounting for clear evidence of different power relations within
such assemblages (Head and Gibson, 2012). Archaeological investigations into the constitution of
modern human behaviour are also relevant here. Evidence indicates that there is no set package of
human traits, and they are not patterned in predictable ways; if anything ‘flexibility’ is the charac-
teristic of modern humans (Balme et al., 2009; Davidson, 2013).

Conclusions: Generating political possibility

This paper has sought to address two significant conceptual challenges in the way the Anthropocene
is emerging. First, that linear, deterministic and teleological conceptualizations will prevail over the
empirical evidence of historical contingency, and second that an unexamined anthropos is too large
and slippery a concept to be at the heart. The paper has drawn on debates over the origins of agricul-
ture to show how similar challenges have been grappled with over more than two decades. Discussions
of agricultural prehistory have dealt well with the first challenge, a variety of alternative conceptual-
izations emerging that more realistically accommodate spatial and temporal variability, and resist the
imposition of totalizing labels. To my mind the same debates have dealt less well with the second
challenge, perhaps partly because the anthropos remains a key constitutive concept of both archaeol-
ogy and anthropology. Preparedness to rethink the human has been rather more evident in geography
(e.g. Lorimer, 2012), a discipline which has always had to address human—nature relations.

The Anthropocene also poses new and different challenges. We are living in it as we work on it.
We necessarily have to work all this out as we go along, only partially with hindsight. We are dis-
cussing a category, built out of a body of evidence, that demands that we also engineer political,
social and economic change. As it happens, a contingent, messy, non-linear view will likely serve
us better politically, given the failure so far of large governance categories such as nation states and
intergovernmental agreements to curb emissions.

The Anthropocene concept already has a number of different lives, not all of which scholars will
control, but all of which should be monitored. We do not yet know whether Anthropocene will
become a culturally embedded key word (like nature) rather than an ephemeral buzzword (like
post-modernism). Castree (2014: 9) draws on Williams’ (1976) argument that keywords have three
characteristics; they are ordinary, enduring and have social force. This outcome will not be in
scholarly control, but we need to be alert to and participative in the process. Cultural studies schol-
ars and others who focus on text and discourse will make very important contributions.

Finally, consider the implications of my argument in the context of the future orientation of this
journal (Oldfield et al., 2014). As scholars we are in and of this history, and need to attend to the pro-
cesses of category and thought construction just as much as the historical evidence of concern. A more
contingent understanding of the Anthropocene is not only more historically accurate, it also provides
more realistic and less fatalistic pathways to the future. If we are assuming humans will be part of the
future, how can we articulate and enact the necessary creative human interventions — the creative
destruction of dismantling the fossil-fuel economy, and a variety of restoration and repair activities? It
may be out of the practice of these interventions that new concepts of the anthropos emerge.
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Note

1. Thatis, unless and until new techniques (e.g. genetics and residue analysis) tell us more about the specif-
ics of hunter-gatherer interaction with and transformation of species.
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Abstract

Humans play an essential role in creating the technological systems of the Anthropocene,
but, nonetheless, large-scale technology — the ‘technosphere’ — operates according to a quasi-
autonomous dynamics, summarized by six rules: (1) the rule of inaccessibility, that large
components of the technosphere cannot directly influence the behavior of their human parts;
(2) the rule of impotence, that most humans cannot significantly influence the behavior of large
technological systems; (3) the rule of control, that a human cannot control a technological system
that expresses a larger number of behaviors than he himself; (4) the rule of reciprocity, that a
human can interact directly only with systems his own size; (5) the rule of performance, that most
humans must perform at least some tasks that support the metabolism of the technosphere; and
(6) the rule of provision, that the technosphere must provide an environment for most humans
conducive to their survival and function.

Keywords
Anthropocene, coarse-graining, complexity, control, technology, technosphere

Introduction

The argument that we are living in a new geologic epoch, the Anthropocene (Crutzen and Stoermer,
2000), is usually supported by reference to the many ways in which humans appear to be impacting
the planet, potentially challenging through their activity the major forces of nature (e.g. Crutzen,
2002; Steffen et al., 2007). The aim here is to emphasize another factor at play in addition to direct
human impact and intentionality. This factor is large-scale technology, summarized here under the
concept of the technosphere (Haff, 2012, 2013). The focus of the present paper is on the dynamics
of this newly emerged Earth system (Haff, 2013), and the consequences for humans of being num-
bered among its parts.
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The technosphere includes the world’s large-scale energy and resource extraction systems,
power generation and transmission systems, communication, transportation, financial and other
networks, governments and bureaucracies, cities, factories, farms and myriad other ‘built’ systems,
as well as all the parts of these systems, including computers, windows, tractors, office memos and
humans. It also includes systems which traditionally we think of as social or human-dominated,
such as religious institutions or NGOs. The Haber-Bosch process and associated technologies,
responsible through synthetic fixation of nitrogen and distribution of resulting fertilizers for pro-
viding about 40% of the world’s dietary protein (Smil, 2002), is a specific example of a globally
distributed component of the technosphere.

In the following paragraphs we abandon the apparently natural assumption that the techno-
sphere is primarily a human-created and controlled system and instead develop the idea that the
workings of modern humanity are a product of a system that operates beyond our control and that
imposes its own requirements on human behavior. The technosphere is a system for which humans
are essential but, nonetheless, subordinate parts. As shorthand we can say that the technosphere is
autonomous. This does not mean that humans cannot influence its behavior, but that the techno-
sphere will tend to resist attempts to compromise its function (which is defined below). The emer-
gence of autonomous technology is a topic that has been much discussed earlier in political and
social terms; see for example Winner (1977) and Ellul (1967), and, more recently, Arthur (2009)
and Kelly (2010), whose works go a long way toward disabusing the notion that humans operate
as independent agents in the modern technological world. Our contribution to the discussion on
technological autonomy is to attempt to put certain aspects of the human relationship with technol-
ogy, especially large-scale technology, on a more physical basis.

It has been argued elsewhere (Haff, 2012, 2013) that the technosphere represents a new stage in
the geologic evolution of the Earth. It is a global system whose operation underpins the Anthropocene
and therefore merits special attention in our attempts to understand the role of humans in a nascent
geologic epoch. The property of technological autonomy relocates the basis for thinking about
problems such as environmental degradation from a human-centric to a system-centric perspective.
The emphasis shifts from focusing only on the human side of the equation to a consideration of the
demands of the technosphere itself. We say ‘demands’ because autonomy has its own necessities
and an autonomous system must operate in a way to ensure that it can satisfy them. Thus, an
autonomous system must be able to self-solve problems that would otherwise oppose or terminate
its function. For example driverless cars must be able to brake, swerve and perform numerous other
maneuvers of self-control in order to navigate an urban environment (Benenson et al., 2008). At the
large scale, the unplanned, undesigned and spontaneous crystallization of diverse and previously
disparate elements of technology into the networked, global system called the technosphere meant
there was a new player at the table whose interests would have to be considered in tandem with
human interests. This is the point at which the technosphere escaped human control. We analyse
the role of technology in the Anthropocene by examining basic physical principles that a complex
dynamic system must satisfy if it is to persist, i.e. continue to function, and then interpret these
principles as they apply to the technosphere and its human components.

Pursuing this line of reasoning may appear to drift from a direct analysis of problems of the
Anthropocene, but an understanding of the underlying physical nature of the technosphere vis-a-
vis its human components can help address salient problems of an Anthropocene Epoch that are
mediated by technology, such as global warming. The present work does not attempt the difficult
task of prescribing solutions for these problems, but focuses as a necessary first step on dynamical
questions concerning the relation of humans to technology. Such analysis is timely, as the
Anthropocene is being considered for official acceptance with full geologic stature (e.g. Zalasiewicz
etal., 2010).
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The aim here is to determine a set of basic physical rules that are expected to be true for large
complex systems — and for their components, including any human components — regardless of
detailed system construction or function, and on the basis of these rules to gain insight into the
relationship between the technosphere and its human components. These rules do not include an
equation of state; they contain no reference to the specific constitution of any system (or part) —
they are not constitutive — and in consequence are not predictive except that, like conservation laws
in physics, they impose constraints on system behavior. They are therefore informative about con-
ditions humans face as they attempt to navigate the Anthropocene. Note that the rules invoked here,
although general, are less crisp than principles or laws of physics, deriving more from qualitative
observation than from precise quantitative experiments. They are, however, more useful descrip-
tors of the systems to which they apply, even if at the same time more subject to revision.

Organization and constraint

As considered here a system is a collection of parts. These parts may themselves be systems. A
system is dynamic if it does something, or equivalently, if it consumes energy. A dynamic system
of many parts is organized if the system function can be described succinctly. Organization means
that many parts work together. The collectivity of actions reduces the number of words (or bits)
needed to describe what the system does, making a succinct description possible. For example, an
automobile can be described as an (organized dynamic) system whose function is to transport peo-
ple and goods quickly and safely along highways. For the moment we skip over the level of detail
that one might employ in such a description. The implication of organization for most parts that
belong to an organized, persisting system is that their behavior be consistent with the function of
the system to which they belong. The qualification ‘most’ means that we make allowance for an
occasional broken part whose inutility does not significantly impair system function — as a wobbly
leg on a table does not cause a restaurant to go out of business, This requirement of consistency
implies strong constraints on the behavior of system parts.

Constraints applied to non-human parts are often hard or mechanical, such as the flanges that
ensure that a train remains on the tracks. Constraints applied to humans can be hard or soft. A com-
pany employee experiences the hard constraints of his office, whose walls resist penetration. The
door is open, but the soft constraint of fear, for example the implicit threat that he could lose his
job, suffices to keep him confined for much of the day. If he is lucky, he is subject to the softer
constraint provided by incentives, for example the prospect of higher pay or, better, the implicit
incentive offered by a rewarding job — he wants to be in the office because he loves what he does.
Enjoyment of or pleasure in an activity may have an internal, human source, but technology often
provides the means necessary for self-satisfaction, for example in the supply of materials and stu-
dio space for an artist. A host system may also offer disincentives or punishment for wayward
behavior that obstructs or interferes with system function — the implicit threat of job loss for a lazy
worker, execution for a murderer, court martial for a deserter from the army, suspension for a dis-
ruptive student and so on. From the point of view of the host system, the purpose of such con-
straints, incentives or deterrents is, in the end, to keep its human parts locked into the system so that
the system can continue to function.

This line of argument can be applied to the technosphere itself. A succinct description of this
system can be based upon the observation that in the pre-Anthropocene, pre-technological world
the human population was perhaps 10 million (US Census Bureau, 2012). The ramp-up of tech-
nology from pre-history through, e.g., dynastic China, Rome and medieval Europe to today’s
global technology has led to the expansion of this population to a level approaching 10 billion
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today (7.2 billion in 2014), suggesting that on the order of 999 out of every 1000 humans owe
their existence and their wellbeing to technological systems. A compact description of the techno-
sphere is that it is a global apparatus that searches for, extracts, and does work with (mostly) fossil
energy resources to provide support for its own existence as well as that of its essential parts, includ-
ing members of the world’s human population. This description partly reflects the fact that every
dynamical system that has a long lifetime as measured in multiples of the timescales of its major
components, such as the cycle times of corporations or governments or the usable life of buildings
and other capital, must be organized or configured in such a way as to reliably find and use high
quality energy to support its metabolism. Otherwise the system would have run down in a few cycle
times and would not be available for us to discuss. These conditions are expected to apply to most
large technological systems, as well as to the composite technosphere itself. In the following section
we develop the argument that, in the technological world of the Anthropocene, most people are
subject to the rules of — are essentially captives of — large systems that they cannot control — a cor-
poration, a State, transportation networks, the technosphere as a whole. This state of human affairs
is not meant as a metaphor or analogy, but as a physical necessity, a reality. We understand intui-
tively that we must often respect seemingly impersonal rules imposed by faceless entities, but may
resist the conclusion that this condition is not curable and that it is the necessary status of most small
parts of large systems. Addressing the question of how size affects the interaction between systems
and between systems and their parts, the topic of the following section, makes it possible to explic-
itly state some of these rules, which are based on requirements of scale and organization.

Coarse graining

The adoption of a particular level of resolution or scale in describing the components of a system
is called coarse graining (e.g. Gell-Mann, 1995). Thus, in analysing transportation systems, which
play a key role in the technological processes that help define the Anthropocene (Haft, 2010,
2012), we have a choice of different levels of description depending on what question is being
asked. For example, the description of traffic in terms of all the manufactured components that
make up each vehicle down to the bolts that hold the wheels on, and the description of traffic in
terms of density of cars on the road, represent two different levels of coarse-graining the highway-
and-traffic system. The description of traffic in terms of individual cars on the highway is an inter-
mediate level of coarse graining. At this level the details of each automobile are abstracted away,
whereas in the density description of traffic only the collective effect of individual automobiles
remains. The selection of a coarse-graining scale specifies the components that we can use to
describe the system, allowing some and hiding others. If we are interested in timing of stop lights
to minimize stop-and-go traffic we might coarse grain at the level of individual cars and ignore the
smaller details of each automobile. If we are investigating regional traffic flow on major express-
ways we might choose a density description, ignoring the discrete nature of each automobile. We
are guaranteed that there exists a coarse-grained description that will have a correspondence to the
real world at the chosen scale, even though it discards much information about smaller scales,
because real-world behavior at the coarse-grained scale is what suggests the coarse-grained
description in the first place.

Humans and the technosphere: Six rules

In order to place ourselves, and other systems of interest, in perspective as components of the
technosphere, we imagine the world to be coarse grained at the scale of a system S, which
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might, for example, be a human. In the three-stratum picture, similar to a concept sometimes
employed in analysing the structure of biological systems (e.g. Salthe, 1985), the environment
of a system S is divided into three levels or strata, Stratum I, II and III, relative to that system.
Stratum 1II is occupied by S as well as by all other components of the environment that are
resolved at the scale of S, i.e. that have a similar size. If S represents a person, then other people
also occupy his Stratum II. Whatever their actual size, components that are spatially much
smaller than S, such as blood cell or a transistor, occupy Stratum I (relative to S), and similarly
all components, whatever their actual size, that are much larger than S, such as an office build-
ing, a city or an ocean, occupy his Stratum III. It is essential to bear in mind in the subsequent
sections that, whatever the size of system S, the three strata are defined relative to that system.
Using the three-strata parsing scheme, six rules are developed that govern the relation between
different systems or between a system and its parts. These rules apply to humans considered as
parts of the technosphere and help inform us about our place in that system, and thus in the
Anthropocene.

The rule of inaccessibility

Our own Stratum I incorporates small components of our environment that normally we do not
have to think about in daily life, such as a nematode or soil grain. Stratum I also includes many
small technological parts, such as transistors and synthetic nanoparticles. Stratum I contains those
components that are blurred away when the environment is coarse grained at our own scale.
Individual transistors in a laptop might as well be atoms as far as accessibility by the user is con-
cerned. We cannot interact with most Stratum I components directly. This is the rule of inaccessi-
bility. The rule of inaccessibility applies in a similar way to the technosphere with respect to its
Stratum I parts, such as individual humans, whom it is not able to affect directly.

One explanation for the rule of inaccessibility is that a significant difference in size between two
systems implies that the larger system cannot directly influence the smaller system without also
affecting many other small systems or parts that are nearby. If your hand tries to grasp a single cell
in a leaf lying on the ground, the whole leaf ends up in your hand instead. The collection of affected
Stratum I parts, the leaf, is in effect a Stratum II system relative to the probing system, your hand,
so what began as an intended direct Stratum II effect on a Stratum I system ends up as a Stratum II
effect on another Stratum II system

The rule of inaccessibility does not mean that we cannot affect a specific system or part that
resides in our Stratum I, but only that we cannot do so directly in terms of variables defined in
Stratum II. Two systems in each other’s Stratum II can potentially interact with one another directly
because their dynamics are based on the same coarse-graining scale that resolves their stratum.
Indirect access to Stratum I is possible because the Stratum II levels for two systems, each of which
resides in the other’s Stratum 11, are generally not congruent, but overlap. Overlap or fuzziness of
stratum boundaries is essential for function in a world of many scales because it allows indirect
communication between parts whose respective Stratum II layers do not overlap. For example, a
transistor inside a computer lies deep within our Stratum I layer, where it is not directly accessible
by us or by other systems in our Stratum II. To manipulate a given transistor mechanically requires
the intermediary of another system or set of systems, for example a microscope equipped with a
manipulator arm. The microscope and the human end of the manipulator are systems in our Stratum
II. The series of linkages that transmit a human reaching motion to arm to hand to finger motion (a
cascade that accomplishes hand-off of scales via overlapping strata within a single organism), and
then on to the microscopic motion of a probe at the other end of the manipulator arm, work by
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sequential interactions between one system in its own Stratum II with a smaller system whose
Stratum II overlaps that of the first.

When the chain of connections mediated by overlapping strata is clear, it may be convenient to
attribute direct agency to the large system rather than to articulate in detail the chain of causation.
For example, rather than running through the sequence of events from brain to grasping action, we
simply say that ‘he’ picked up the leaf. We similarly understand that cancellation of an insurance
policy has a higher source than the letter announcing the cancellation. Nonetheless, from our per-
spective as Stratum I parts of the technosphere, the rule of inaccessibility distorts our perception of
the Anthropocene. According to the rule, the effects of large-scale technology are transmitted to us
indirectly through a hand-off of scales, finally resolving into technospheric agents such as cell
phones, salesmen, police, utility bills and so on, each of which lies within our Stratum II layer. The
consequence for humans is that the clarity and immediacy of our experience with these Stratum II
parts, with which we interact directly, tend to overshadow the importance of the more diffuse and
harder-to-visualize Stratum III technosphere (see Tversky and Kahneman, 1974, for a discussion
of the related phenomenon of availability bias). The popular concept of technology is reminiscent
of the way biology was viewed prior to the conceptualization by Vernadsky ([1926] 1997) of the
biosphere, i.e. that it was mainly an organismal phenomenon. For humans, the upshot of the rule of
inaccessibility is to draw attention toward what we are familiar with and thus towards local cause
and effect, and away from one of the principal paradigms of the Anthropocene world, namely that
humans are components of a larger sphere they did not design, do not understand, do not control
and from which they cannot escape.

The rule of impotence

Stratum II systems are generally unresponsive to the behavior of most of their Stratum I parts by
virtue of constraints applied to enforce organization of the parts. This is the rule of impotence. If the
behavior of Stratum II systems were sensitive to the individual behaviors of most Stratum I parts,
then a Stratum II system would be continually buffeted by large, essentially random, forces, and
would lose its ability to behave coherently and to fulfill its function. This is the physical reason that
a bureaucracy does not often change a policy because of the complaint of an individual, or a high-
way is not usually shut down, except briefly, as a consequence of an accident. Large companies,
armies, tax collection agencies and other bureaucracies seem indifferent to or uncaring about a typi-
cal individual human because such indifference is a requirement of their own continued function.

There are some exceptions to the rule of impotence. Thus, every system of many parts is a net-
work, in the sense that there is always a set of links, however indirect, between any two of its parts.
In a tightly coupled system (Perrow, 1999), a failure of a small part can under certain circumstance
generate a cascade along the network, causing large-scale failure. For example, in 2003 power
lines in the US state of Ohio sagged into a tree causing a power blackout across northeastern USA
and southeastern Canada that affected 50 million people (Minkel, 2008). Such failures must be
infrequent compared with system cycle times if the system is to persist. By contrast, in some sys-
tems a few select parts can generate a sequence of events that propagates through the network to
aid system function. These parts, for example a building thermostat, can be called leader-parts or,
if they are humans, simply leaders. The role of leaders is discussed in the following section. Most
small parts of large systems, however, including human parts of the technosphere and its large
components, are subject to the rule of impotence. The rule of impotence helps enable a key phe-
nomenon of the Anthropocene, the appearance of large technological systems that tend to resist
human objections to or interference with their function.


http://anr.sagepub.com/

132 The Anthropocene Review 1(2)

Leadership and the rule of control

The rule of impotence does not gainsay that certain atypical humans may significantly influence a
host Stratum III system. Similar to the way in which Stratum II influence may be projected down-
ward to Stratum I scales, the overlapping of strata provides a path by which the action of some
Stratum II parts can be projected upward to the Stratum III level above. Leaders can have large
effects at the Stratum III level, and for many large systems leadership is essential to system sur-
vival. A company, army or country would not last long in the absence of decisions by leaders.

Although it is sometimes convenient to view a leader as someone who causes the system he
leads to behave in a manner that he himself determines, i.e. to control the system, from the point of
view of the Stratum III system the function of a CEO, a naval captain or any successful leader is to
more effectively enable the system to do what it needs to do to maintain viability — to be able to
navigate the complex terrain of the environment within which it operates, to react to competition,
to secure resources required for its metabolism and to evade or counter threats to its existence.
These proclivities are by necessity built into any large-enough dynamic system if it is to survive.
Leadership is one mechanism used by the system to help satisfy its survival requirements.

Leadership is possible only when the system to be led has certain simplicities that a human
leader can comprehend and make use of — for example an organizational structure that is accessible
through a chain of command (the embodiment of a series of overlapping Stratum II levels). The
technosphere in general does not offer such simplified structure. Thus, a large naval vessel sailing
alone across the sea under the watchful eye of a captain might seem a representative microcosm of
a planetary technosphere sailing alone through space under the guidance of a world leader ready to
take corrective actions against external threats or internal malfunction. However, there can be no
such leader. The technosphere is not a giant version of a navy ship. The latter is purposefully
designed according to engineering specifications to suppress as many undesirable degrees of free-
dom as humans can think of, and in the process to provide the captain with specified lines of con-
trol. A central purpose of the ship design process, beyond providing for suitable military capabilities,
is to simplify the complexity of the machine by providing an interface so that its apparent or
interface complexity does not exceed that of the captain. This is a requirement that follows from the
so-called Law of Requisite Variety (Ashby, 1957; Fransoo and Wiers, 2006; Luhmann, 2012), here
renamed, for clarity, the rule of control.

According to systems theory, if a system is potentially subject to N disturbances or challenges
to its function and if it possesses M ways of responding effectively to those disturbances, then to
regulate or control the state of the system, that is, to ensure desired functionality, M must equal or
exceed N. Roughly speaking, a controller (e.g. the captain) has to be complex enough to mimic
(react to) the behavior of the system that is to be controlled (the ship), a condition that can be
achieved in designed systems by simplifying the system sufficiently to match the capabilities of the
controller. However, the technosphere is not an engineered or designed system and during its emer-
gence has not relied on nor required an overall leader, and in consequence lacks the infrastructure
needed to support leadership. In this regard the technosphere resembles the biosphere — complex
and leaderless.

Finally, if a leader of a system with built-in leadership infrastructure, such as the CEO of a
corporation (e.g. Steve Jobs) or the president of a country (e.g. Xi Jinping), or an engineer or a
scientist (e.g. Isambard Kingdom Brunel or John Bardeen, the products of whose genius are
directly appropriated by governments or corporations), is termed a cooperative leader (i.e. sup-
portive of the function of the system), there remains the category of uncooperative, or adversarial,
leader, who opposes and is able to significantly influence one or more key elements of system
function (e.g. Nelson Mandela or Mahatma Gandhi in effecting major social change).
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The effectiveness of an adversarial leader, who is a malfunctioning part as far as the system is
concerned, is made possible by the same kind of cascading network effects that underlie the
potential failure of strongly coupled systems such as the power-grid. Strong-coupling between a
large number of parts in a large system cannot be created directly or on demand by a prospective
leader, but it may emerge as a system-wide (i.e. Stratum III) response to a Stratum III scale force
(such as widespread political repression). The emergence of strong-coupling stimulated (say) by
Stratum III level stresses due to climate change might represent a first step in the appearance of
self-limiting (‘thermostatic’) behavior in the technosphere.

The rule of reciprocity

The rules of inaccessibility and impotence have been discussed separately to clarify the relation
between a Stratum II system and much smaller or much bigger systems. These rules together with
the fact that two Stratum II systems may affect one another directly imply a single rule of reciproc-
ity that limits direct mutual interactions between two systems to those and only those that have
reciprocal membership in each other’s Stratum II layer. Reciprocal membership means that if one
system is in the Stratum II layer of a second system, then the second system is in the Stratum II
layer of the first. This relation also follows from the nature of coarse graining. The rule of reciproc-
ity re-emphasizes the point made above, that the physical restriction imposed on humans that they
can deal directly only with other Stratum II systems, many of which such as automobiles or cell
phones are products of human design, encourage the anthropocentric misconception that we cre-
ated and control large-scale technology.

The rule of performance

According to the rule of performance, at least some of the actions of most system parts must sup-
port the function of the system to which they belong. We recall the function of the technosphere —
to extract high quality energy from the environment and to do work with that energy to sustain its
own existence and that of its parts, including humans. If too many parts failed the rule of perfor-
mance, then the technosphere could not function according to its description. The effect of the rule
of performance is that most humans must support this functionality, for example by holding a job,
reproducing, being sufficiently sociable to help sustain a human network of knowledge and coop-
eration, paying taxes and supporting activities such as education, without which efforts the techno-
sphere would eventually collapse.

There are penalties for flouting the rule of performance. With regard to the technosphere,
humans are not voluntary members of a system whose goods and services they use for conveni-
ence and from which they could resign if they ‘wanted to’. Technology provides not just luxuries
such as bath powder and steak knives, but essentials of life such as food and water, which, for
the billions of humans alive today, are available only as a consequence of the function of the
technosphere (e.g. fertilizers, mechanized farm equipment, efficient long-distance transporta-
tion, pesticides, medicines and so on). The technosphere locks humans into service not only by
giving them what they need and want, but by the implicit threat to withdraw perquisites or even
necessities of life for those who leave. A few individuals may occasionally withdraw from the
technosphere voluntarily to become hermits, or fail to work in its support because of mental or
physical incapacity, e.g. the sick and the homeless. From the point of view of the technosphere
the latter are broken parts, and are in effect discarded from the system unless they can be repaired,
i.e. made serviceable again. Humans remaining on the outside often suffer accelerated ageing
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(Hahn et al., 2006), the same fate that faces other kinds of technospheric parts discarded because
they no longer ‘work’, such as the once shiny automobiles rusting in a junkyard. The rest of us
perform support tasks for the technosphere not because we know about the rule of performance,
but because of incentives or constraints that lead us to participate or because of punishments that
come to bear when we stray from regular performance of our tasks. Most of the time, most of us
work to support the technosphere whether we know that it exists or not, and whether we want to
or not.

The rule of provision

It is necessary that the parts of a system experience an environment that makes it possible for them
to perform their support function. The host system contributes to maintenance of a suitable envi-
ronment for its parts according to the rule of provision. A railway car is able to move easily from
origin to destination because the tracks are smooth and well secured and the wheel bearings are
maintained in a well-lubricated condition. The railroad system, which lies in the car’s Stratum III,
must provide these and other support services for its rolling stock and other components in order
to be able to function itself. For its human parts the technosphere provides essential support in
many different ways, for example by supplying food and fresh water to population centers, medi-
cines to keep us healthy, the tools, systems and knowledge we need to do our jobs, and the time and
recompense needed for us to be effective consumers.

The type and rate of provision are responsive to human needs and desires, the latter of which, in
their acquisitive form, have no known upper bound. A consequence is that the rules of provision
and performance together create conditions conducive to positive feedback. The provision of gadg-
ets, services and systems that people want, or discover that they want, can enable or encourage new
modes of human performance that support further production of these and other desiderata. In this
way technology creates its own niches and subsequently expands into them, as, for example, in the
recent emergence of a pervasive app market (e.g. Abowd et al., 2005) in the wake of expanding
adoption of smart phones.

The stability of these growth conditions is not, however, guaranteed. Environmental degrada-
tion, global warming, a world population that continues to rise and many other developments that
are driven by a high-metabolism technology, raise the question of whether the technosphere may
eventually fail the rule of provision, on which civilization and its own existence depend. The rules
of provision and performance, even if adhered to, do not guarantee indefinite longevity for the
technosphere. The rules are only minimal requirements that must be met if a metabolizing system
is to endure through many internal cycle times. A system’s environment poses external challenges,
some of which are generic, and point to an additional set of rules that must be followed for a system
to survive long enough to overcome the challenge. Perhaps the most fundamental of these is a
consequence of the second law of thermodynamics — namely, that an enduring system must eventu-
ally begin to recycle whatever fraction of its mass waste products is not recycled by other environ-
mental systems. In the case of the technosphere, these ‘other systems’ are those that embody the
shrinking resource called natural capital (Daily, 1997) (e.g. undisturbed soils, which can function
as a carbon sink). The question of recycling and other issues pertaining to the dynamics of the
technosphere that are not treated here are discussed in Haff (2010, 2012, 2013, 2014).

We note that, although the above discussion outlines six rules, logically they reduce to only four,
since the rule of reciprocity implies the rules of inaccessibility and impotence. However, because
our approach is physical rather than axiomatic, it is more appropriate to view the rule of reciproc-
ity, which is not derived here from first principles, as a deduction from the rules of inaccessibility
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and impotence, which are physically based. The listed rules are thus not all independent, but,
because each is informative, we refer here to all six rules.

Summary

The Anthropocene is a product of human activities and of technology. Creation of technology is
usually considered to be a consequence of those activities and therefore a derivative phenomenon.
From a large-scale perspective a different picture emerges of the relation of humans to technology,
that humans are parts of a dynamic and uncontrollable Earth system from which they cannot escape
and in whose service they labor. The vision of Man as a cog in a wheel, subject to a dominating and
impersonal technology, has long been a trope in popular culture (e.g. the film Modern Times:
Chaplin, 1936). The main point of the present argument is to go beyond the use of metaphor
(except where it clarifies ideas) and to show from a physical point of view how certain conditions
deriving from requirements of scale and organization reinforce the idea of humans as parts of,
rather than simply creators and users of, modern technology.

We have outlined a set of basic dynamical rules that apply to human interactions with the tech-
nological world of the Anthropocene — the rules of inaccessibility, impotence, control, reciprocity,
performance and provision. Tracing out possible consequences for human wellbeing of our asym-
metrical relation to the technosphere, as described by these rules, lies substantially beyond the
scope of this work. However, whether or not these rules can in themselves answer questions we
have about technology and the human future, the hope is they may suggest new questions that
would not be asked from a worldview in which technology was seen as simply a product of human
ingenuity.
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Abstract

Vernadsky is rightly associated with the seminal contemporary concept of the ‘Biosphere’, which
acknowledges that the world we belong to is a functionally integrated, global phenomenon.
Beyond this fundamental idea (that ecology should be thought of at the planetary scale, presaging
the concept of Earth System Science), Vernadsky also anticipated the idea of the so-called
Anthropocene, i.e. the recent geological era dominated by the global environmental impact of
human expansion and activities. Yet, this two-fold legacy of Vernadsky seems still underestimated
when it comes to its philosophical implications. In this paper, | explore more particularly three
philosophical implications of the planetary and cosmic view that Vernadsky had of the role of
ecological/biological organization (including that of humankind) in the great chemical cycles of the
Earth, with regard to epistemology, ethics and (in a more speculative way) metaphysics.

Keywords
Anthropocene, Biosphere, environmental humanities, history, philosophy, Vernadsky

Vernadsky: Precursor of the notion of the Biosphere

Vernadsky is rightly associated with the seminal contemporary idea of the ‘Biosphere’, which rests
on the realization that the world to which we belong must be studied and understood at a global
scale. His eponymous book is indeed the first modern scientific contribution on the biogeochemi-
cal cycles of the Biosphere seen as a holistic concept (Vernadsky, 1929, 2007). For having forged
this very concept and established its underlying basis, Vernadsky should be viewed today as the
founder of global ecology in the later sense of Bolin (1979) or Budyko (1980).

In 1911 in Vienna, Vernadsky had met with Suess, who initially had coined the term biosphere
(Suess, 1875) yet suggesting a different interpretation, that is, the unified sum of the living systems
on Earth in the tradition of biology as ‘living bodies theory’ derived from Lamarck (see, e.g.,
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Polunin and Grinevald, 1988). Despite speculations on more complex interpretations (Ghilarov,
1998), we owe to Vernadsky in the 1920s the idea of the Biosphere in the sense that Hutchinson
(1970) would subsequently develop and ‘ecologize’, and which is now widely admitted within the
international scientific community, that is ‘the thin external layer of our planet [where] life is con-
centrated’ such that the latter — life — ‘can be conceived of as an indivisible set in the mechanism’
of the former — the Biosphere — (Vernadsky, 2007: 150-152).

The story is well known (see, e.g., Bailes, 1990; Deléage, 1991; Grinevald, 1987), and the his-
tory of the development and subsequent dissemination of the biogeochemical Vernadskian render-
ings of the Biosphere concept has recently been highlighted again (Oldfield and Shaw, 2013). At
the dawn of the 1920s, Vernadsky began to write in Ukraine on the relationships between geochem-
istry and what he called ‘living matter’ at the planetary scale. Invited by the Rector of Sorbonne
University (Paul Appel), he came to Paris in the summer of 1922 and stayed there until the end of
1925. In Paris, Vernadsky met Teilhard de Chardin and Edouard Le Roy through whom he broad-
ened his scientific concepts to a truly cosmic view of life on Earth. In 1924, he published in French
La géochimie (Vernadsky, 1924, 2007) and in 1926, back at the Saint Petersburg Academy of
Sciences, The Biosphere in Russian (French and German translations are from 1929 and 1930,
respectively), which established the importance of an inquiry into the phenomena of life in the
Biosphere with its indissoluble links to both cosmic and planetary geochemical processes.

Vernadsky: Precursor of the notion of the Anthropocene

Beyond this fundamental idea that ecology should be thought of at the planetary scale, Vernadsky
also anticipated, among other things, the idea of an ‘ Anthropocene’ as recently formulated as a label
for the distinctive current geological epoch increasingly dominated by the geochemical actions of
humankind (Crutzen, 2002; Oldfield et al., 2013; Steffen et al., 2007; Zalasiewicz et al., 2010).

Vernadsky’s role may be placed within the contemporary history of the first genuine scientific
considerations on the growing influence of humankind on the environment (Steffen et al., 2011),
that is about five decades after Marsh (1864, 1874) in the USA or Stoppani (1873) in Europe, but
about three decades before the international interdisciplinary symposium of the Wenner-Gren
Foundation held in Princeton on the evolution of the ‘face of the Earth’ as transformed by human
impact (Thomas, 1956).

Chronologically, the latter, famous conference led to around three decades of global environ-
mental scientific assessments (see, e.g., Turner et al., 1990) — including the International
Geophysical Year (1957-1958) and subsequent satellite observations — which ultimately laid the
foundations for the International Geosphere-Biosphere Program (see, e.g., Steffen et al., 2004),
promoting in turn the ‘Anthropocene’ concept (Crutzen and Stoermer, 2000).

From this point of view, the concept initially proposed by Crutzen and Stoermer to capture the
idea of our species now so active and powerful that it rivals some great forces of nature (Crutzen,
2002) is clearly echoing a striking intuition of Vernadsky (1924, 2007: 219-221):

But in our geologic era, in the psychozoic era — the era of reason — a new geochemical factor of paramount
importance appears. [...] Man has introduced into the planet’s structure a new form of effect upon the
exchange of atoms between living matter and inert matter [...] With man, an enormous geological power
has appeared on the surface of our planet’.

In philosophy, it is difficult not to think of Bergson — quoted by Vernadsky in the original French
text of La Géochimie — for at least two reasons: first Vernadsky’s core argument is nothing more
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than the role of Bergsonian Homo Faber in the transformations of the Biosphere; second, Bergson
himself had explicitly prophesied this very consequence of the industrial revolution:

A century has elapsed since the invention of the steam engine, and we are only just beginning to feel the
depths of the shock it gave us [...] but the steam engine, and the procession of inventions of every kind
that accompanied it, will perhaps be spoken of as we speak of the bronze or of the chipped stone of pre-
historic times: it will serve to define an age. (Bergson, 1907, 1911: 153)

Philosophical implications of Vernadskian thought: Epistemology

This two-fold legacy of Vernadsky’s thought, underpinning the concept of the Biosphere and
anticipating the dawn of the Anthropocene, seems today underexplored when it comes to its
philosophical implications. I shall here consider briefly the issue of epistemology associated
with the planetary and cosmic view that Vernadsky had of the role of ecological and biological
organization in the great geochemical cycles of the Earth (including the role of humankind).

In the reference book of the Soviet Academy of Science, one can read the following terms next
to the name of Vernadsky in the column ‘area of research’: geochemistry; mineralogy; biogeo-
chemistry; geology; radio-geology and meteoritics. Each term already suggests a broad area of
knowledge in Earth Sciences, but the list is still incomplete, for Vernadsky deployed an even
broader and more multiform range of scientific concerns (Baranovskaya, personal communication,
2013).

Against reductionism, Vernadsky developed a systemic approach through pedology, the general
science of soil conceived by his former mentor Dokuchaev as a ‘natural body’. In the framework
of the holistic philosophy of nature characteristic of global ecology, he examined the ‘mysterious
circle of organic life at the surface of the globe’ considered by Dumas and Boussingault (Dumas,
1842: 7). He immediately embraced the reciprocal interrelationships of both inert and living mat-
ters in the metabolism of the Earth within the solar system, as well as the bonds unifying the ‘won-
derful circulation between the three kingdoms’ (animal, mineral and vegetal) so important to
Lavoisier (Berthelot, 1890: 168) and humankind as a framework for understanding key aspects of
the Earth System’s functioning.

One could say that while the biosphere of Suess (1875) allowed the switchover from a natural
trinity (mineral versus vegetal versus animal) to a binary world (organic versus inorganic), the
Biosphere of Vernadsky (1929, 2007) aspired to re-establish the ‘unity of nature’ in the great tradi-
tion of Humbolt, whose well-named Kosmos (von Humbolt, 1845-1862, 1866) Vernadsky had
read as a teenager.

As Deléage (1991) noted, Vernadsky was probably able to integrate such different disciplines
because he was himself at their intersections, allowing him to deploy an unprecedented vision of a
terrestrial and cosmic mechanism that gathers together the biological and the geological, and would
later open the road to both the contemporary ‘ecologized’ Hutchinsonian interpretation of the
Biosphere and the Lovelockian view of a living ‘super-ecosystem’ deeply intertwined with its abi-
otic environment. From this point of view, the conception of Vernadsky was a genuine scientific
revolution (Grinevald, 1998). His elaboration of the concept of the biosphere opened a new para-
digm in ecology and life sciences (Smil, 2002), and in this respect we may view his key ideas as a
breakthrough of equal significance to that of Darwin. As Margulis and Sagan (2000: 51) suggested:
“Vernadsky did for space what Darwin had done for time: as Darwin showed all life descended
from a remote ancestor, so Vernadsky showed all life inhabited a materially unified place, the
biosphere’.
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Vernadsky decided — as stated in his preface to the Russian edition of The Biosphere (Vernadsky,
1998: 39—41) —not to choose between, on the one hand, different and complex geological phenom-
ena conceived simply as ‘a string of accidents’, that is to say, singularities that can only be studied
with a situated casuistic approach and, on the other hand, general theories insufficiently based on
empirical results therefore prone to ‘philosophical and cosmogonal hypotheses that cannot be
founded on facts’. To resolve this dilemma, and embrace the functionally integrated nature of what
we now term the Earth System in a trans-disciplinary — yet truly scientific — manner within which
it is possible to identify some regularity in the interrelation of complex phenomena and their organ-
ization, Vernadsky recommends a methodological approach of scientific generalizations founded
on facts and empirical evidence, and not assumptions and theories. This, he suggests, would allow
for an holistic view of the phenomena connected with life by regarding as a scientific phenomenon
the systemic mechanism underpinning their detailed operation.

Eventually, while mostly ‘invisible’ before its revival with scientific and philosophical discussions
about the Gaia hypothesis (see Lovelock and Margulis, 1974 and e.g. Lovelock, 1979), the so-called
Vernadskian revolution (Grinevald, 1998) seems quite obvious today. It appears, retrospectively, as
having allowed a modern macroscopic look at the Earth (Schnellnhuber, 1999), so as to perceive its
specificity, complexity and unique dynamics as a ‘living planet’ within the solar system.

In a conference at the French Society for Astronomy, Poincaré (1903) claimed that astronomy
‘gave us a soul capable of understanding nature’. Long before pictures were taken from space by
man-made devices, Vernadsky gave a new impetus to this assertion when, using the power of his
imagination, he stepped outside the terrestrial globe to provide a panoramic view of it — as Suess
(1883, 1904: 1) had done earlier in describing the ‘peak shape of continents’. Consequently, in his
evocation opening the first part of The Biosphere, Vernadsky offers the vision of a unique planet,
separated from the endless space of the cosmos by its atmosphere. With an operating procedure of
his own, this would allow him to develop a trans-disciplinary analysis, such as the one now widely
used in Earth System Science based on advanced observation, modelling and computation tech-
niques. For this reason, The Biosphere is, as Deléage (1997: 22) rightly argued ‘a magnificent
example of the trans-disciplinary widening necessity to reveal issues properly invisible in a narrow
disciplinary operation’. A remaining challenge for the most recent international initiatives (e.g.
‘Future Earth’) that have followed in the wake of Vernadsky’s pioneering vision is to better inte-
grate the humanities in their programmes.

Philosophical implications of Vernadskian thought: Ethics

Any inquiry into the facts—values articulation in Vernadsky is a difficult task, for he seems to make
every effort to maintain a distance between the two. It seems, however, possible to sketch the
essential elements of his personal journey via his scientific ecology to a general ethics of science
and technology, and to provide a modest comparative historical perspective. What should one con-
clude from ‘the extreme increase of the pressure of life in the biosphere caused by the appearance
of the evolved homo sapiens’ emphasized in the appendix to the French translation of The Biosphere
entitled ‘The evolution of species and living matter’ (Vernadsky, 1929) when it comes to the moral
responsibility of humanity?

On reading Vernadsky, it becomes clear that he believed humans had come to bear some (new)
responsibility, but he did not subscribe to the type of environmental ethics based on the ‘rights’ of
the Biosphere that the US tradition would later develop. His views appear to have been closer to
humanistic anthropocentrism and resonate with the Jonassian motto of the future of humankind as
a ‘primary obligation’, for he actually attributes to science a truly social function for the good of
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humanity. There is obviously not complete convergence between the views of Vernadsky the geo-
chemist and Jonas the philosopher: the former held to an optimistic view of progress, whereas the
latter was more pessimistic. Vernadsky is not satisfied with pollution from the productive activities
needed for the economical modernization of his country (with which purpose he was so strongly
engaged), and he highlights unfortunate delays between scientific developments and the social and
political understanding required to deal with their consequences (Deléage, 1997). However, his
whole research orientation is largely turned towards the study of natural resources and their pro-
ductive use for his people (Deléage, 1997), and is convinced of the inescapable potential of science
and knowledge to point civilization in the direction of universal progress.

Yet he seems to take for granted that the required level of human responsibility will occur as a
natural consequence of scientific progress, because of the immanent direction of the biogeological
processes themselves towards the advent of the Nodsphere — a term that Vernadsky coined along
with French colleagues Teilhard de Chardin and Le Roy to suggest a Biosphere in which not only
human action, but also human thought would come to play a critical role (see Vernadsky, 1945,
2007: 161-190). He considered that this creative development in the Biosphere called the
Noosphere ‘in the form of scientific knowledge and its technological application, is — like its parent
stock, living matter — a planetary phenomenon’ (Callicott, 2013: 193). This optimist philosophy of
the future goes along with a proportionate attachment to constitutional freedoms and to the demo-
cratic value of science, confirming the hostility of Vernadsky to autocracy, though Jonas (1979,
1990) later suggests that, with regard to ecology, autocracy can have its advantages as a counter to
liberal capitalism.

Likewise, for Vernadsky, the diffusion and multiplication of terrestrial life do not operate ‘in the
abstract and unbounded time and space of mathematics, but in the finite dimensions of the planet
and the boundaries imposed by the physical and chemical constitution of its living environment’
(Deléage, 1997). Yet he shows a strong belief in the power of adaptation, an ability he judges
‘immense’ for living organisms, and whose limits ‘are unknown, but are increasing with time on a
planetary scale’, all the more for man ‘endowed with understanding and the ability to direct his
will’, so that ‘the question of unchanging limits of life in the biosphere must be treated with cau-
tion’ (Vernadsky, 1998: 118-119).

In the context of the Biosphere and the Nodsphere, Vernadsky (2007: 414) therefore favoured a
future of growing creative possibilities rather than of self-destruction. His diagnosis again echoes
the Bergsonian one. As the French philosopher puts it: “What we need are new reserves of potential
energy — moral energy this time [for] the body, now larger’ of humankind (Bergson, 1932, 1935:
268) ‘half crushed beneath the weight of its own progress. Men do not sufficiently realize that their
future is in their own hands’ (Bergson, 1932, 1935: 275). In the words of the Russian scientist: ‘If
man understands [that the strength of mankind is derived from its brain] an immense future is open
before him in the geological history of the biosphere. [...] we may face the future with confidence.
It is in our hands’ (Vernadsky, 1945).

Vernadsky took here a risky gamble, convinced that human wisdom and joint solidarity, as a
planetary phenomenon, would inevitably and irreversibly unfold from globalized progress in the
Noosphere. Certainly, the worst threats of our actions were not completely known to him, neither
in the form of occasional surges of concentrated power (he died in January 1945, before Hiroshima,
but long after the horrors of the Second World War had become well known, yet even these failed
to damp his optimism right up to the time of his death), nor in the form of the more gradual accu-
mulation of diffused pollution — e.g. the depletion of the ozone layer the role of which he under-
stood as including protection ‘from the harmful short-wavelength radiation of celestial bodies’
(Vernadsky, 1998: 118-119), or the anthropogenic forcing of the climate.
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It was only with Hutchinson (1970) that the metabolic, evolving vision of Vernadsky became
more troubled by acquiring a physiological, functional component (Callicott, 2013: 196) which, in
turn, provided the basis, within global ecology, for the “‘ugly questions’ of Fosdick (1928), which
Millikan (1930) had previously caricatured: ‘Is man to be the master of the civilization he has cre-
ated, or is he to be its victim? [...] Have we spiritual assets enough to counterbalance the new
forces?’.

Definitely, Vernadsky realized that technology would exceed all that people had previously
done to the natural world around them, as a result of which they would necessarily bear some
responsibility for its consequences. Yet, from this point of view, and with regard to the conse-
quences of its action, the Nodsphere — as ‘the latest and greatest morphological development in the
evolution of living matter’ (Callicott, 2013: 191) — should, by its nature, necessarily promote the
emergence of an awareness of human responsibilities in such a way as to regulate its activity within
the Biosphere. Vernadsky did not (and maybe could not) see the Jonassian ethical turn, namely the
idea that technology, if prone to swing towards either the good or the bad, could inherently be
transformed into a bad only through its growth:

Modern technology [...] has enhanced human power beyond anything known or even dreamed of
before. It is a power over matter, over life on earth, and over man itself [...]. Its unfettered exercise for
about two centuries now has raised the material estate of its wielders and main beneficiaries, the
industrial ‘West,” to heights equally unknown in the history of mankind. [...] But lately, the other side
of the triumphal advance has begun to show its face, disturbing the euphoria of success with threats that
are as novel as its welcomed fruits. [...] The net total of these threats is the overtaxing of nature,
environmental and (perhaps) human as well. Thresholds may be reached in one direction or another,
points of no return, where processes initiated by us will run away from us in their own momentum — and
toward disaster. (Jonas, 1979; 1990: ix)

As now illustrated by the case of climate change, the always enlarged nature of human action,
with the magnitude of its works and their impact on the global future have new implications for
ethical reflection. As stated by Krakoff (2011), the implications of human action in the Anthropocene
are ‘quite different than in previous eras, when human activity was capable only of the most
ephemeral effects on the world’. Yet, while some facts he had himself established were about to
become sources of worry and pessimism for the future — obviously illustrating the excess of our
power with regard to our capacity of prevision — Vernadsky wrote:

We are entering this new spontaneous process at a terrible time, at the end of a destructive world war. But
the important thing for us is the fact that the ideals of our democracy correspond to a spontaneous
geological process, to natural laws —the nodsphere. So we can look at the future with confidence.
(Vernadsky, 2007: 417)

Philosophical implications of Vernadskian thought: Metaphysics

With regards to Vernadsky’s legacy, and in a more speculative way, let me now explore some of his
‘metaphysical passions’ (Callicott, 2013: 186). This dimension could appear surprising for such a
realist scientist as Vernadsky. One can nonetheless, I believe, raise the issue of the metaphysics of
his philosophy of science and technology at two different levels (Bailes, 1990 ignores Vernadksy’s
religion philosophy, but see, e.g., Valliere, 2007 and Hagemeister, 1997).

The first level involves the transformative power of the ‘living matter’ — for which Vernadsky
had a ‘quasi-religious veneration’ according to Callicott (2013: 186) — and the question of the
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direction in which evolution must proceed. In an already well-established Russian tradition (see,
e.g., Timiriazeff, 1903—1904), he conceived of the Biosphere not as an accidental phenomenon
but as a mechanism or a process of cosmic essence which changes only in form, the unalterable
function of life on Earth being to transform the solar energy flow into terrestrial active energy
and, simultaneously, to increasingly expand the biogenic migration of atoms in the Biosphere.
This ultimately led Vernadsky to speculate on metaphysical features inherent to life by suggest-
ing a direction for evolutionary processes (Clark et al., 2004). Life expands its domain not only
through the processes of evolution ‘in quantity’ — as a colonizing force into inert matter — but
also ‘in quality’ — towards higher levels of consciousness. From this point of view, the Nodsphere
‘in the form of scientific knowledge and its technological application’ (Callicott, 2013: 193)
would appear as a ‘strategy’ of life, and the emergence of ‘civilized’ man as the result of paleon-
tological evolution (Deléage, 1997: 28).

We know also that Vernadsky believed in the principle of a strict biogenesis. Following Pasteur,
whose works on so-called chirality (a property of asymmetry of objects or systems, see, e.g., Flack,
2009, for an inquiry into the discovery of this property for natural molecules) perfectly matched his
asymmetrical conception of the world — gravitational in (physical) space, and thermodynamic in
(biological) time — Vernadsky proposed a fundamental antithesis between ‘inert matter’ and ‘living
matter’. He also attributed differentiated geometries to them, Euclidian and Riemannian, respec-
tively (Callicott, 2013: 182-183). Indeed, Vernadsky always thought that life existed in the uni-
verse from all eternity, and — as far as both ideas rely upon the same foundations — did not preclude
speculation on its possible extraterrestrial origin, meteorites having for instance brought life from
deep space onto Earth, before it develops there, thrives and evolves finally according to the univer-
sal laws of evolution towards the Nodsphere.

The proximity to Bergson is here again striking, for in the Bergsonian view of evolution, on the
one hand, chance is replaced by the invention of life, whose essence ‘is everywhere the same, a
slow accumulation of potential energy to be spent suddenly in free action’, and on the other hand
‘the appearance amid the plants and animals that people the earth of a living creature such as man
[...], while not predetermined, was not accidental either’ (Bergson, 1932, 1935: 219). In the same
strand, clearly echoing Vernadsky and the Russian philosophical thought at that time, Bergson
(1932, 1935: 218) finally claims: ‘And it is to this very conclusion that the philosopher who holds
to the mystical experience must come. Creation will appear to him as God undertaking to create
creators’.

This brings us to the second metaphysical aspect of the Vernadskian legacy, which consists of
wondering where the flow of this biogeocosmic evolution leads us. While a more ecological inter-
pretation would authorize another option (e.g. rediscover, as anthropology teaches us, the wisdom
of ‘cold societies’ living without disturbing the great cycles of nature, see Lévi-Strauss, 1965),
Vernadsky seems to suggest more frankly that there is no such alternative: our destiny is to be
Promethean.

In his most elaborated version of the Nodsphere notion, Vernadsky (2007) accordingly empha-
sizes the development of humanity on Earth since the inaugural mastery of fire, even going as far
as indicating new options in the universe, namely to extend the realm of human activity into space.
One can see here another echo of Bergson (1932, 1935: 268), that

mechanism should mean mysticism. The origins of the process of mechanization are indeed more mystical
than we might imagine. Machinery will find its true vocation again, it will render services in proportion to
its power, only if mankind, which it has bowed still lower to the earth, can succeed, through it, in standing
erect and looking heavenwards.
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This famous look at the sky, announced by both Bergson and Vernadsky (however in a different
style), prefigures the notorious conclusion of The Tivo Sources, which ultimately raises today the
fundamental issue underlying the thought of these two giants: that of a mysticism deifying human-
kind. The wonderful words of Bergson (1932, 1935: 275) sound at first as a warning, but then offer
a choice:

Theirs is the task of determining first of all whether they want to go on living or not. Theirs the responsibility,
then, for deciding if they want merely to live, or intend to make just the extra effort required for fulfilling,
even on their refractory planet, the essential function of the universe, which is a machine for the making
of gods.

Reading Vernadsky again, it seems clear that he had made his own choice in the direction of
technical development (regarding biogeochemistry and genetic engineering, see e.g. Vernadsky,
1925). Indeed, Vernadsky doubtless conceived of the co-evolution of humankind with the Biosphere
on an inevitable, irreversible and extreme process, that of building the world and mastering nature.
As Vernadsky (2007: 414) puts it, presaging the notion of the Anthropocene: ‘Mankind taken as a
whole is becoming a powerful geological force. Humanity’s mind and work face the problem of
reconstructing the biosphere in the interests of freely thinking mankind as a single entity’.

At a time when there is serious consideration of geoengineering as a response to the threat of
climate change, Vernadsky’s concept of the future role of humanity vis-a-vis the Earth System is
not the most implausible one. It underlines, retrospectively, the potentially hubristic tendencies
already embedded in the pioneering programs promoting the idea of so-called ‘rational’ manage-
ment of nature and ‘sustainable development’, such as the MAB programme (Man and the
Biosphere) established by UNESCO in 1971. As a warning, one may recall that Queen MAB —
referred to in Shakespeare’s Romeo and Juliet — used to be the fairies’ midwife, who brought
dreams to men, but delusional dreams, because her name is derived from the old Irish and means
inebriety.
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Abstract

According to the early anthropogenic hypothesis, land clearing and agriculture caused emissions of
greenhouse gases to begin to alter climate as early as 7000 years ago (Ruddiman, 2003). Climate-
model simulations based on the CO, and CH,, concentrations proposed in the hypothesis suggest
that humans caused a global mean warming of 0.9 to |.5°C before the start of the industrial
era. Additional pre-industrial effects on land surface reflectance (changes in albedo resulting
from forest clearance) may have cooled climate enough to cancel 0.2 to 0.3°C of this warming
effect, leaving a net early anthropogenic warming contribution of between 0.7°C and 1.2°C. This
proposed early anthropogenic warming is comparable with, and likely larger than, the measured
0.85°C warming during the last 150 years. If the simulations based on the early anthropogenic
hypothesis are correct, total anthropogenic warming has been twice or more the industrial
amount registered to date.
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Instrumental measurements of temperature currently indicate a global warming of 0.85°C from the
mid 1800s to the early 2000s (Intergovernmental Panel on Climate Change (IPCC), 2013), an
interval when ice core and instrumental measurements show atmospheric concentration increases
from 280 to 400 ppm for carbon dioxide, and from 750 to 1800 ppb for methane. These and other
greenhouse-gas increases, along with climate feedbacks, would have produced a considerably
greater global warming if the climate system had come into full equilibrium, but two factors have
muted part of the industrial warming. First, the large thermal inertia of the ocean has slowed the
global warming response to greenhouse-gas increases in recent decades (Meehl et al., 2006).
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Figure 1. CO, and CH, trends during the current Holocene interglaciation (red) compared with the
average (dark blue) and standard deviation (light blue) of previous interglaciations (Ruddiman et al., 2011).
Source: CO, and CH, values taken from publications of EPICA Community Members (2004).

Second, industrial-era aerosol emissions have produced a net cooling effect that has opposed some
of the industrial warming (Meehl et al., 2012).

Several lines of evidence now support a sizeable pre-industrial greenhouse-gas increase over
many millennia. Atmospheric CO, concentrations have been increasing during the past 7000 years,
in contrast to the mean downward trend during equivalent intervals of previous interglaciations
over the last 800,000 years (Figure 1). Similarly, the Holocene CH, trend has risen since 5000
years ago, but the same interval in previous interglaciations shows a downward average trend.
Because the upward trends during the last several thousand years are anomalous compared with the
natural decreases during previous interglaciations, anthropogenic interference in the operation of
the climate system during the Holocene is a plausible explanation.

During the interval that these anomalous Holocene CO, and CH, trends developed, agriculture
was gradually spreading across the arable regions of the continents (Figure 2). Forests cleared to
grow crops and create pasture for livestock emitted CO, to the atmosphere. Paddies flooded to
grow irrigated rice emitted CH,, as did growing livestock herds. Seasonal burning of crop residues
and weeds also contributed to the early greenhouse-gas increases.
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Figure 2. The spread of agriculture during pre-industrial time. Numbers in white indicate the time of
initial dispersal from areas of domestication in thousands of years. Light green arrows show the major
pathways.

Source: Adapted from Bellwood (2004) and Purugganan and Fuller (2009).

In recent years, accumulating evidence from historical land-use studies and from archeology has
begun to provide insights into the quantitative impact of agriculture on greenhouse gases and cli-
mate. Ellis et al. (2013) summarized the extensive literature documenting large-scale pre-industrial
land use by early agriculturalists. Kaplan et al. (2009) used historically documented land-use trends
in Europe spanning the last 2000 years to model the extent of pre-industrial deforestation there, and
by extension in other agricultural regions (Kaplan et al., 2010). By their estimate, pre-industrial
deforestation released some 343 Gt (billion tons) of carbon C into the climate system, enough to
cause a 24-ppm rise in CO,, similar to the increase measured in ice cores (Figure 1).

Fuller et al. (2011), using archeological evidence to map the spread of irrigated rice agriculture
across southeast Asia, estimated that the resulting CH, emissions would have been sufficient to
explain 70% of the 100-ppb CH, increase between 5000 and 1000 years ago measured in ice cores
(Figure 1). They also mapped the spread of livestock across Asia and Africa, but did not attempt to
estimate the resulting CH, emissions, which are likely to have been substantial.

The Kaplan et al. and Fuller et al. efforts were pioneering studies that will be refined in the
future, but in both cases per-capita land use millennia ago was much larger than it was during the
centuries just before the start of the industrial era (Ellis et al., 2013; Kaplan et al., 2009; Ruddiman
and Ellis, 2009). Because inefficient early farming required large amounts of land, total clearance
was surprisingly extensive relative to the small populations existing at the time. Later population
increases resulting from agriculture gradually reduced the easy availability of land and drove adop-
tions of technological innovations that allowed intensive farming and the extraction of more food
per hectare (Boserup, 1965).

As part of the early anthropogenic hypothesis, Ruddiman (2003) proposed that agricultural
greenhouse-gas emissions accounted for total pre-industrial gas anomalies of 40 ppm for CO, and
at least 250 ppb for methane. These anomalies were calculated as the sum of the observed increases
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in gas concentrations during the middle and late Holocene, combined with the gas decreases evi-
dent during the previous interglaciations when significant anthropogenic emissions from agricul-
ture could not have occurred (Figure 1). Without early anthropogenic emissions, he estimated that
the CO, level would have fallen to approximately 240-245 ppm and the CH, concentration to
445-450 ppb.

Several climate-model experiments have simulated the climatic effects of the difference between
the greenhouse-gas values for 1850 measured in ice cores and the lower concentrations proposed
for 1850 in the absence of pre-industrial anthropogenic emissions. The models in these experi-
ments have used two kinds of representation of the ocean: (1) simplified versions with the ocean
represented as a shallow ‘mixed layer’ heated by the Sun, cooled by overlying air masses and
mixed by winds, and (2) more complete versions that also simulate the full circulation with deep
ocean mixing, including sinking of cold dense water in polar regions.

Simulations using the Community Climate System Model, Version 3 (CCSM3) coupled to a
wind-mixed ocean layer indicate a net warming of ~1.0°C (Vavrus et al., 2008), but the warming
increases to ~1.5°C with the deep ocean included (Kutzbach et al., 2011). Similarly, simulations
using CCSM4 with a mixed-layer ocean indicate a net warming of ~0.9°C (He et al., 2014) but the
warming increases to ~1.5°C with the deep ocean included (Kutzbach et al., 2013). Both kinds of
models incorporate high-latitude albedo feedbacks that amplify polar responses, but the simula-
tions with a deep ocean also include the additional feedback effects of poleward heat transport in
the three-dimensional ocean circulation.

Kutzbach et al. (2013) analysed the response of the CCSM4 model with a deep ocean to a
wide range of greenhouse-gas concentrations and found that the temperature change for a speci-
fied increase or decrease in greenhouse-gas concentration is greater for cold climate states than
for warm climates. This result, which takes into account that greenhouse-gas radiative forcing is
a logarithmic function of greenhouse-gas concentrations, also confirms earlier findings of
Manabe and Bryan (1985). Enhanced cold climate sensitivity has important implications for
comparing pre-industrial and industrial-era effects of greenhouse gases on global mean tempera-
ture (Figure 3). As shown by the stippled triangles in Figure 3, the increase in global annual-
mean surface temperature (SAT) is 1.5K for the relatively small increase in greenhouse gases in
the colder climate (NA to PI, 200 to 245 CO,,,), and a nearly identical 1.6K for the larger
increase in greenhouse gases in the warmer climate (PI to PD, 245 to 355 CO,,,). The term CO,,
(ppm) in this plot incorporates both the change in CO, and also the change in CH, quantified as
an equivalent change in CO,.

Some of the early greenhouse-gas warming may have been offset by other kinds of anthropo-
genic activity. One significant factor was the biogeophysical effect of early land clearance (mostly
forests) on surface albedo. Pongratz et al. (2010) estimated a total pre-industrial global-average
cooling of 0.06°C based on a land-use model with relatively small pre-industrial deforestation
resulting from the low levels of per-capita clearance assumed. He et al. (2014) simulated a larger
average cooling of 0.17°C by using Kaplan’s land-use reconstructions based on historical evidence
of much greater early deforestation resulting from higher per-capita clearance. This cooling effect
would have been larger, perhaps ~0.3°C, if this simulation had included a representation of the
additional feedbacks associated with the deep ocean rather than just a shallow mixed-layer ocean.
Still, this counteracting cooling was much smaller than the simulated early warming from green-
house gases, giving a net warming of about 1.2°C (Figure 3).

Changes in atmospheric aerosols tied to anthropogenic activities could also have potentially altered
pre-industrial climate. Prior to the onset of mechanized agriculture in semi-arid prairies and steppes
during the early—middle 1800s, farming was restricted to regions with abundant natural rainfall or
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Figure 3. Main graph: Equilibrium annual-average global surface air temperature (SAT) as a function of
CO,,, (PPm), the equivalent value of CO, with changes in other greenhouse gases taken into account
(after Kutzbach et al., 2013). CCSM4 simulations relevant to this paper are: PD (‘Present-Day’: Year 1990
gas levels), Pl (Pre-Industrial: Year 1850 gas levels) and NA: hypothetical ‘no-anthropogenic’ gas levels
based on previous-interglacial concentrations (Figure 1). The stippled triangles highlighting the different
slopes of the SAT/CO,,, relation between Pl and NA, and PD and Pl indicate that climate sensitivity

to greenhouse-gas changes is larger for colder climate states. The simulated equilibrium industrial-era
warming of 1.6K from Pl to PD (left inset) is reduced to the observed 0.85K warming (right inset) by
ocean thermal inertia and aerosol emissions. The simulated equilibrium pre-industrial warming of 1.5K
(left inset) is reduced to 1.2K (right inset) by albedo-cooling effects from land clearance. The total
anthropogenic warming is estimated as ~ 2K.

reliable sources of irrigation (Bellwood, 2004). Pre-industrial agriculture in these well-watered regions
probably did not send large amounts of mineral acrosols to the atmosphere. Even today, mineral aero-
sols from arid and semi-arid regions are a very small source of climatic forcing (IPCC, 2013). Sulfate
aerosol emissions have been a modest source of cooling in the industrial era (IPCC, 2013) but in pre-
industrial times emissions were likely restricted to localized impacts from small furnaces (Williams,
2003). The other major candidate for pre-industrial aerosol effects on climate is biomass burning.
Black carbon from biomass burning has had several opposing effects on estimated industrial-era cli-
matic forcing (IPCC, 2013). Direct aerosol effects are thought to have produced a warming, but oppos-
ing cloud-adjustment factors are estimated to have caused a nearly offsetting cooling so that the net
effect of pre-industrial biomass burning on climate is difficult to predict.

As summarized in Figure 3 (inset histograms) the net early anthropogenic warming of 1.2K is
slightly larger than the instrumentally observed 0.85K warming of the industrial era to date. The
total anthropogenic warming to date of ~2K is more than double the observed instrumental warm-
ing during the industrial era. Note that this revised view does not alter the widely accepted inter-
pretation of a 0.85K temperature increase since the mid 1800s. It simply places the recent warming
atop the different baseline established by the previous early anthropogenic warming (Figure 3).
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These two phases of warming occurred within different contexts. The industrial-era warming
has rapidly driven global temperature to a level that is poised to escape the top of its natural range
over the last several hundred thousand years. In contrast, the early anthropogenic warming acted to
offset part of a natural cooling but kept climate within the high end of its natural range. This natural
cooling, most clearly evident at high northern latitudes, is generally ascribed to reduced summer
insolation. The net effect of the natural Holocene cooling and the partially offsetting early anthro-
pogenic warming was a small global cooling (Marcott et al., 2013).

In summary, the large per-capita footprint of early agriculture boosted the greenhouse-gas
releases from relatively small pre-industrial populations (Kaplan et al., 2009, 2010; Ruddiman and
Ellis, 2009), and the greater global climate sensitivity during cold climatic states (Kutzbach et al.,
2013) further enhanced the warming caused by early greenhouse-gas releases. As a result, the early
anthropogenic warming rivaled or exceeded the industrial warming that has been realized to date.
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Abstract

Much of the debate about the Anthropocene has been concerned with global-scale change and
with the past. This short paper argues that there is a need for a greater focus on Anthropocene
Futures that are relevant to societal actors now and in the relatively near-term future. It suggests
that social science perspectives will play an important role in translating insights emerging from
the Anthropocene analysis into knowledge that resonates with the lived futures of real people
and organisations.
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The idea of the Anthropocene

The idea of the Anthropocene is a compelling reframing of the relationship between people and
nature. If people, through their social, economic and technological activities, have become a
geological force, this gives us a new view of ourselves, of our power and perhaps a new sense
of responsibility. By embedding people into Earth systems, the idea of the Anthropocene
appears both to weaken or even eliminate the classical distinction between Man and Nature
(Lorimer, 2012), while giving people a greater role in shaping the direction of change in the
biophysical and biological systems that are the basis of all life on Earth. It clearly argues for a
closer collaboration between the natural and social sciences in working towards sustainable
Anthropocene Futures.

The need for Anthropocene Futures

But what can we say about these Anthropocene Futures? In particular, what predictions does this
idea make about the conditions that will affect human development in the coming decades? And
what kinds of action by people, organisations and countries does it suggest? Specifically, what
choices are there for the ‘planetary stewardship’ (Steffen et al., 2011a) that the idea of the
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Anthropocene appears to evoke? Does the Anthropocene analysis give us new insights about
where the priorities lie, and at what speed and scale to start the work? Are there ‘good’
Anthropocenes, or only varieties of ‘bad’ Anthropocenes? Are we already describing a world
which is devalued by being seen as dominated by human action, or might new forms of steward-
ship emerge based on a new Anthropocene consciousness and ethics? On what basis would we be
able to judge good and bad outcomes? And who would judge? No idea is ever innocent. Any
perspective implies a certain distribution of responsibility and a certain course of action. The
Anthropocene is no different.

Much of the emphasis in the debate so far has been on the past. In order to make the claim that
people, acting collectively and over long periods of history, have become a dominant force in influ-
encing and shaping the state and dynamics of the atmosphere, hydrosphere, lithosphere and bio-
sphere, much analysis has looked back, seeking to establish a point at which the distinct conditions
described by the Anthropocene began. Steffen et al. (2011b) provide a revealing historical survey
of the origins of the idea of a distinct epoch in the natural history of the Earth, driven by human-
kind. From among a number of alternatives, they argue for a start of the epoch at the beginning of
industrialisation in England around 1800, but other dates have also been suggested. Ellis (2011:
1029), for instance, emphasizing the differential rates at which different ecosystems have been
transformed by human action, suggests that the global terrestrial biosphere made a transition from
being shaped primarily by natural biophysical processes, to an Anthropogenic biosphere shaped
primarily by human systems in ... the latter half of the twentieth century’. One of the issues for
the International Commission on Stratigraphy, in making a decision on whether to adopt the
Anthropocene as a new epoch, is to judge when the epoch began. Part of this task may also be to
consider when the Anthropocene might end. Rull (2013) suggests a number of possibilities: the
next glaciation (in from 1500 to more than 10,000 years time); a catastrophic event (natural or
human-induced) that would radically curtail human influence on Earth; or the ‘evolutionary disap-
pearance’ of humans.

The Anthropocene and (un)sustainable development

One of the main claims about the Anthropocene is that the new epoch raises profound questions
about the sustainability of human development (Crutzen, 2002). To begin with, human populations
have grown dramatically, especially over the past century, and these people have grown on average
wealthier, drawing on massively greater natural resources and environmental services (Steffen,
2011a). A beginning has been made in defining ‘planetary boundaries’ (Rockstrom et al., 2009),
which point to the most urgent dimensions of the global sustainability problems that flow from the
scale and scope of human appropriations and interventions in biophysical systems. These include
by now familiar changes and impacts associated with climate change, ozone depletion, biodiversity
loss and land-use change. In addition, a number of other problems associated with access to
resources have been pointed to: peak oil, peak phosphorous, and the resilience of ecosystems ser-
vices (Steffen, 2011a). Beyond this, there is the growing awareness of ‘systemic risks’ to global
economic, financial and political systems linked to the degradation, failure or transformation of
key biophysical and ecological systems. Perhaps one of the most striking claims is that an epoch of
relative stability in Earth systems (the Holocene) has been replaced by a new period of rapid
change, instability and continuing transience, with growing risks of thresholds and tipping points
(Lenton et al., 2008)

An integrated analysis of global changes and the sustainability challenges which flow from
them is vital. To make sense of the actions, we need an analysis of problems. But an analysis of
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problems begs the even larger question: what will people do in response to their new awareness of
the Anthropocene and their experiences of it? What will it do to their view of the future and how
they plan and act in response? And, given that we are talking here about the long run, what will
future people think and do? An Anthropocene framing of global sustainable development problems
seems to invite planetary-scale responses, such as geo-engineering and appeals for the global gov-
ernance of planetary boundaries. But there are obvious questions about whether the global political
coordination needed to achieve planetary political and economic responses is plausible, in the
absence of a quite dramatic global emergency. Even advocates of a World Environmental
Organisation admit that today’s reality is otherwise (Biermann, 2000).

First thoughts on Anthropocene Futures

For the time being, the right question to ask is how the Anthropocene analysis may influence the
perceptions, norms, plans and actions of people, organisations and governments, now and in the
future. Clearly social science can play a major role here. For the most part, social scientists will
tend to be cautious in making predictions and forecasts for the future. This is partly because futures,
including Anthropocene Futures, will not be universal — just as there are multiple realities in the
present, so there will be multiple realities in the future — and partly because there remain deep
uncertainties about what the future will look and feel like. The future is not a stable object of study
— awareness of it leads immediately to changed expectations and behaviour, changing the stream
of events that shape the future.

Bearing these limitations to all futures scenarios in mind, here are some predictions about
Anthropocene Futures:

1. There are both costs and opportunities presented by the global sustainability problems pre-
sented by the Anthropocene analysis. Costs and opportunities are the drivers of innovation.
For instance, peak oil presents opportunities for non-oil energy sources. The remarkable
story of global unconventional gas reserves as a result of the fracking revolution demon-
strates this clearly. As oil prices have risen, partly as a result of concerns about global
reserves, so the economic viability of alternatives has changed, aided in the case of shale
gas by a number of technological developments. The fracking example also shows that
transitions will not always be smooth and rapid. They are messy and confusing processes,
bearing the marks of what went before, but also generating surprising new configurations
of habits, institutions and technologies. We may speculate that growing systemic risks to
food security as a result of climate change, growing pressure on global land resources and
the desire to protect biodiversity will generate the search for new, more diversified but
intensified global food production systems. Changing relative prices and preferences will
change the role of meat in the diets in unpredictable directions. Even a looming limit to
phosphorous production is likely to lead to innovations in low-P agriculture. Access to
resources is not a static zero-sum game. Relative prices, geopolitics and ingenuity reshape
technologies, and supply and demand continually. Scarcity and crisis lead to new strategies
among producers and preferences among consumers, and this in turn leads to the emer-
gence of new scarcities, crisis and innovation in patterns that can only be guessed at. It is
true that fossil carbon-based energy has been at the heart of economic development for the
past 200 years or more, but if the renewables options grow and prices fall, and if the prob-
lems of energy storage can be solved in coming decades, there is no reason to believe that
absolute decoupling of carbon from growth will not occur. There is therefore a major
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research task in seeking to understand not only the connectedness of global change and
sustainability problems, but also how interactions are shaping the social, cultural and eco-
nomic responses.

2.  While there is consensus that in the long run and at the global level, the consequences of
scarcity of key resources and more rapidly changing global environmental systems will be
severe, the way in which these costs and opportunities will unfold over the coming decades
and in particular places is still not well established. The Anthropocene analysis, with its
emphasis on the global and the long run, may be an obstacle here. It appears to leave the
predicaments faced by people at a distance. This is not to say that social and economic
actors do not act on the long run — we save for pensions and companies invest in infrastruc-
tures with lifetimes of many decades — but there is still much to learn about precisely when,
where and how serious risks will turn out to be for cities, infrastructures, water services,
food security and so on. Bringing the Anthropocene into focus over the coming decades,
and at spatial and social scales that matter to people remains a formidable analytical task.

3. The costs and opportunities of new planetary risks will be highly unevenly distributed —
there will be winners and losers — and this affects the capacity to ‘act globally’. Global
responses to global risks are most likely when powerful economic and political interests are
at stake. Risks tend to be shifted to the weakest and this will continue to be the case, even
as more global and connected challenges to sustainable development emerge. Just as global
environmental change is an outcome of past inequities of access to natural, economic and
human resources, so global environmental change has often acted to exacerbate social ineq-
uities in access to resources and environmental services. It may even be argued that the
greater the intensity of global competition for resources and services, the less likely is
international cooperation to achieve their stewardship, especially where the victims are
weak. The experience of the United Nations Framework Convention on Climate Change
may bear this out. A study of the geopolitics of the Anthropocene would seek to understand
these dynamics of power and seek to inform the development of new institutions that can
foster planetary stewardship. These will include unlikely configurations of public, private
and citizen initiatives at the global level.

4. The capacity of people and organisations to deal with constraints on access to resources and
to cope with transient environmental services will continue to vary in the future. Much of
people’s resilience and adaptive capacity will be expressed across social scales, at regional,
national and local levels, often down to the level of individuals and households. Economic
growth will provide greater capacities, while distributive policies, nationally and interna-
tionally, will aim to build capabilities to achieve sustainable development. But there are
also likely, perhaps sooner rather than later, to be limits in these capacities to adapt (Dow
et al., 2013). Conversely, new capacities and resilience will also develop at the global level.
For instance, there is already evidence of a growth in the management of catastrophic risks
through insurance, allowing for a pooling of risk internationally and the build-up of capital
buffers to compensate losses at the global scale. While Hurricane Andrew (1992) caused
bankruptcies among insurance companies, by the time of Superstorm Sandy (2012) changes
in the industry had allowed it to absorb similar losses more easily (Changnon et al., 1997,
Reuters, 2012). There is also evidence of new forms of hedging and diversification in
industries with global production networks perceived to be vulnerable to resource scarcities
or to the degradation of environmental services (Turral et al., 2011). The disciplines of risk
management which financial markets expect, backed by global regulations and emerging
private-sector norms and certification schemes, are transforming patterns of investment
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and production, and the resilience in key global industries. Despite all this, the world will
continue to be deeply unequal and many will be denied the capacity to respond positively
to the growing risks to their wellbeing.

5. Finally, we can predict that there will be multiple Anthropocene Futures — it depends on
who you are and where you stand. And perhaps this is the most confusing aspect of the idea
of the Anthropocene. Tickell (2011: 931) suggests that, ‘... humans can be regarded, like
certain species of ants, as a super-organism’. This is an arresting metaphor because it sug-
gests an emergent global collective action of individuals and societies. But there is unlikely
to be a single perspective or consciousness through which to view the predicaments that are
presented by the Anthropocene. Short of a real cataclysm, it is likely that ‘good’ and ‘bad’
Anthropocenes will continue to exist side-by-side.

We are living through a time of great transformations towards sustainability in energy, food, trans-
port and urban systems. The Anthropocene provides one of the underlying narratives propelling
these transformations. The influence of the ‘Anthropocene narrative’ in shaping expectations and
rationales — for investment, for regulation, for lifestyles, for a planetary ethics — are hard to meas-
ure and disentangle from the many other influences on social action. The role of programmes such
as Future Earth will be to continue to support research on the long run and the global. But we also
have a charge to do science that connects to the knowledge and actions of social actors as we find
them; in the boards of corporations, in government ministries, in households and in civil society.
Connecting to these lived futures challenges us to think again about how we pose questions and
how we seek to answer them.

Funding

This research received no specific grant from any funding agency in the public, commercial, or not-for-profit
sectors.

References

Biermann F (2000) The case for a World Environment Organization. Environment 42: 22-31.

Changnon SA, Changnon D, Fosse ER et al. (1997) Effects of recent weather extremes on the insurance
industry: Major implications for the atmospheric sciences. Bulletin of the American Meteorological
Society 78: 425-435.

Crutzen PJ (2002) Geology of mankind: The Anthropocene. Nature 415: 23.

Dow K, Berkhout F, Preston B et al. (2013) Limits to adaptation. Nature Climate Change 3: 305-307.

Ellis EC (2011) Anthropogenic transformation of the terrestrial biosphere. Philosophical Transactions of the
Royal Society, London 4 369: 1010-1035.

Lenton TM, Held H, Kriegler E et al. (2008) Tipping elements in the Earth’s climate system. Proceedings of
the National Academy of Sciences 105: 1786—1793.

Lorimer J (2012) Multinatural geographies for the Anthropocene. Progress in Human Geography 36: 593—
612.

Reuters (2012) Catastrophe bonds unbowed by Hurricane Sandy (Sarah Mortimore, 20th October
2012).  Available at:  http://www.reuters.com/article/2012/10/30/us-storm-sandy-bonds-idUS-
BRE89T16320121030 (accessed 19 March 2014).

Rockstrom J, Steffen W, Noone K et al. (2009) Planetary boundaries: Exploring the safe operating space
for humanity. Ecology and Society 14: 32. Available at: www.ecologyandsociety.org/voll14/iss2/art32/.

Rull V (2013) A futurist perspective on the Anthropocene. The Holocene 23: 1198—-1201.

Steffen W, Grinevald J, Crutzen P et al. (2011b) The Anthropocene: Conceptual and historical perspectives.
Philosophical Transactions of the Royal Society, London A 369: 842-867.


http://anr.sagepub.com/

Berkhout 159

Steffen W, Persson A, Deutsch L et al. (2011a) The Anthropocene: From global change to planetary steward-
ship. AMBIO 40: 739-761.

Tickell C (2011) Societal responses to the Anthropocene. Philosophical Transactions of the Royal Society,
London A 369: 926-932.

Turral H, Burke J and Faures J-M (2011) Climate Change, Water and Food Security. FAO Water Reports
36. Rome: FAO.


http://anr.sagepub.com/

THE
ANTHROPOCENE
Review REVIEW

The Anthropocene Review
2014, Vol. 1(2) 160-170

Translating science for decision © The Author(s) 2014
Reprints and permissions:

makers to help naViga.te the sagepub.co.uk/journalsPermissions.nav

DOI: 10.1177/20530196 14533670

Anthropocene anr.sagepub.com
®SAGE

Anthony D Barnosky,' Elizabeth A Hadly,?
Rodolfo Dirzo,? Mikael Fortelius® and Nils Chr
Stenseth*

Abstract

Although scientists typically regard their work as finished with publication in an academic
journal, in fact that is just the beginning if the goal is to help society solve problems. This
is particularly true for the environmental sciences, in which a generation of scientists has
documented that five interacting human impacts are causing undesirable planetary changes:
climate change, extinctions, loss of ecosystems not dominated by humans, pollution, and over-
population and consumption. Dealing with such issues requires active engagement of scientists
with politicians and other leaders as well as the public-at-large. Here we report on the positive
outcomes of one such engagement, The Scientific Consensus on Maintaining Humanity’s Life
Support Systems in the 21st Century: Information for Policy Makers (http://consensusforaction.
stanford.edu/), which was published in a previous issue of The Anthropocene Review. We suggest
that effective communication outside the academic sphere will be increasingly important in
navigating environmental challenges in the Anthropocene.

Keywords
Anthropocene, climate change, ecosystem loss, extinctions, pollution, population growth,
science communication

A defining reality of life in the Anthropocene is that humans exert an inordinate amount of influ-
ence on the biosphere. Numerous researchers have documented that as a result of people’s activi-
ties climate is changing faster and reaching higher temperatures than species have experienced in
millions of years (Diffenbaugh and Field, 2013; Intergovernmental Panel on Climate Change
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(IPCC), 2007, 2013); extinction rates are elevated far above background rates (Barnosky et al.,
2011; Dirzo and Raven, 2003; GBO3, 2010; Pimm et al., 2006); nearly 40% of terrestrial ecosys-
tems and much of the oceans have been transformed to service humanity at the expense of other
species and often with the loss of critical ecosystem services (Cardinale et al., 2012; Daily et al.,
2000; Ehrlich et al., 2012; Foley et al., 2005, 2011; Jackson, 2008; Tercek and Adams, 2013;
Tyrrell, 2011; Vitousek et al., 1986, 1997); and environmental contamination is causing wide-
spread health problems for people and other species (Diaz and Rosenberg, 2008; Hayes et al.,
2003; Lim et al., 2012; Newbold et al., 2009; Staff, 2012). People have fundamentally changed
such basic processes of the biosphere as the carbon cycle by adding CO, to the atmosphere about
200 times faster than was normal in pre-anthropogenic times (Archer et al., 2009; Berner, 2003;
DePaolo et al., 2008), and increasing emissions of nitrogen five-fold, which leads to deposition up
to an order of magnitude greater than prior to nitrogen production via the Haber-Bosch process
(Erisman et al., 2008). In addition, humans have altered the amount and flow of energy and materi-
als through the global ecosystem by co-opting for ourselves about one-third of the net primary
productivity produced through photosynthesis (Grosso et al., 2008; Haberl et al., 2007; Running,
2012; Smith et al., 2012; Vitousek et al., 1986, 1997). At the same time, anthropogenic burning of
fossil fuels releases huge amounts of ‘fossil’ energy into the biosphere (The Oil Drum, 2012; US
Energy Information Administration (USEIA), 2013); the amount we add in this way is roughly
equivalent to adding two-thirds as much energy as is produced by photosynthesis on land annually
(Smith et al., 2012), all for use by a single species, Homo sapiens. All of the impacts are ultimately
driven by ever-growing human populations, which in many parts of the globe also consume natural
resources at a pace that some researchers suggest now requires about 1.5 Earths to sustain, and
(assuming no changes) would require the equivalent of two Earths to sustain by the year 2030, and
three Earths by 2050 (Rockstrom et al., 2009; World Wildlife Fund (WWF), 2012; Global Footprint
Network (GFN), 2013).

These pressures mean that if society is going to continue to receive the basic services from the
biosphere that it has come to take for granted — for example, clean air and water, adequate food, a
climate that varies within expected limits — scientifically informed management and governance
will be essential. Yet, bringing science to bear on policy decisions in both government and business
is a difficult task, as illustrated all too well by such political and economically motivated contro-
versies that surround climate science, environmental contamination, and even teaching such basics
as evolution (Aviv, 2014; Oreskes and Conway, 2011).

In view of that, the question of how to effectively inject sound science into the decision-making
process looms large in guiding the Anthropocene. Up to now, most scientists have not seen that as
a key part of their job, nor has it been significantly rewarded in many academic institutions. In
addition, tangible results of science communication efforts are often difficult to see. All of these
considerations lead many scientists to the conclusion of “Why bother?’. The answer is because
when scientists are effective at communicating their discoveries outside academia, the science
becomes an important component in determining the directions of global change. But, what leads
to a successful science communication effort?

Here, we retrospectively examine one effort that, although still in early stages, has already been
useful in engaging scientists and policy makers in a productive manner, with the goal of highlight-
ing the ingredients that led to success. The vehicle for dialogue has been the Scientific Consensus
Statement on Maintaining Humanity's Life Support System in the 21st Century: Information for
Policy Makers. The full document was published in a previous issue of The Anthropocene Review
(Barnosky and Hadly, 2014; Barnosky et al., 2014). Basically, it lays out the science-based consen-
sus on the advisability of mitigating climate change, extinctions, ecosystem loss, widespread
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pollution, and population growth and overconsumption, and as of this writing has been endorsed
by more than 1400 practicing scientists and nearly 1800 people from other walks of life (business
people, NGO representatives, graduate students, undergraduate and high school students, and other
concerned citizens) (http://consensusforaction.stanford.edu/index.html).

We emphasize that there are numerous other such documents that have been exceptionally use-
ful in developing dialogues between scientists and other constituencies (Crowder et al., 2012;
GBO03, 2010; IPCC, 2007, 2013; IPCC-SREX, 2012; Molina et al., 2014; Society for Conservation
Biology (SCB), 2013; Union of Concerned Scientists (UCS), 1992; United Nations Environment
Programme (UNEP), 2012; WRI, 2005; World Science Academies, 1994), to name but a few. We
focus on the Scientific Consensus Statement simply because we have been involved from the outset
with creating it and using it to engage with policy makers, and thus are well versed in its develop-
ment and in the process that led to its widespread use. Our hope is that the lessons we learned will
be useful in stimulating other scientists to effectively engage with people outside academia who
need to understand and use what science has to offer. We begin with a brief summary of what the
Consensus Statement accomplished, then dissect what led to its widespread use, and conclude with
our views on how consensus statements such as this one fit into the broader spectrum of making
decisions in the Anthropoocene.

Background of the Scientific Consensus Statement

The effort began in 2010 as scientists from many research institutions located in the USA, Canada,
Europe and South America met at a University of California-Berkeley Initiative for Global Change
Biology workshop to identify major biological problems arising from the many ways people are
now changing the Earth. The result was a publication in a peer-reviewed journal, produced after
more than a year of follow-up work by 22 biologists from four countries (the USA, Chile, Finland
and Spain) (Barnosky et al., 2012). The publication presented evidence that Earth had seen major
‘state-changes’, in its past; that such transitions are rapid on the scale of geological time and radi-
cally transform the biosphere with respect to the previous state; and that the magnitude of human
impacts was now great enough to initiate another planetary state-change in the foreseeable future
— not over geological time, but within human lifetimes. A key point of the paper was that such a
rapid transition at the global level would be disruptive to present societal functions. This is because
societal stability relies on the expectation that environmental fluctuations in the near future will not
exceed those considered normal for the past couple of centuries and that any future changes will
proceed linearly with ample warning for adaptation. In reality, biological systems (and complex
systems in general) often change rapidly and in unanticipated directions as critical thresholds are
crossed because of either gradual or sudden forcings.

The results presented in that publication were picked up widely in the popular media. California’s
Governor Jerry Brown also became aware of the study, and contacted the participating scientists to
ask, in effect: ‘If these are such big problems, why aren’t you scientists shouting it from the roof-
tops? And why are you scientists only talking to each other? Why don’t you give policy makers and
the general public something we can use?’.

Following that, a group of 16 global change scientists from seven research and teaching institu-
tions (UC Berkeley, Stanford University, University of Washington, University of New Mexico,
University of Helsinki, University of Oslo, and Environmental Health Sciences) continued a dia-
logue with the governor and his staff about how to deliver scientifically accurate information in a
form that world leaders could easily digest and use. The interaction led to the production by the
scientists of the document: Scientific Consensus on Maintaining Humanity's Life Support System
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in the 21st Century, Information for Policy Makers. The goals were to: (1) crystallize the science
that documented that climate change, extinctions, ecosystem loss, pollution, and human population
overgrowth and overconsumption were proceeding unusually fast with respect to the history of life
on Earth; (2) point out scientifically grounded potential societal impacts; and (3) highlight broad-
brush solutions to the problems. The scientists’ role was to present accurate information. The role
of the governor’s office was to tell scientists what policy makers would find most useful to know,
and what styles of communication were most effective.

Once the drafting scientists completed the document, it was e-mailed to researchers respected
for their work in the global change community with the request to endorse it. Within less than
month, 522 scientists from 41 countries throughout the world had signed the statement. At the
same time, a multi-stakeholder collaborative organization, Sustainable Silicon Valley (SSV),
invited the scientists coauthoring the statement and the governor to release it at SSV’s annual sum-
mit, which SSV independently organized. This collaboration brought the business and NGO com-
munity into the communication effort. As a result of SSV’s involvement, the Consensus Statement
was jointly released by participating scientists and Governor Brown on 23 May 2013, at the 2013
SSV Water-Energy-Smart Technology Summit, held at the United States National Aeronautics and
Space Administration Ames Research Center at Moffett Field, California.

Uses of the Consensus Statement

Upon its release, Governor Brown promptly started using the Consensus Statement and the infor-
mation therein in policy discussions with political leaders nationally and internationally, as well as
with US governors and California business people and local officials. Sustainable Silicon Valley
began using the statement to engage business and technology leaders, and participating scientists
continued to distribute it internationally, not only to academic leaders, but also to those in a variety
of decision-making positions and the general public. The distribution included translating the state-
ment into Chinese and Spanish (with the realization that translation into other languages is now
needed — presently the Executive Summary is also available in French and Portuguese), and pre-
senting the statement to summarize the issues in wide variety of venues, including policy meetings
among high-level officials; direct contacts between scientists and decision makers; seminars and
classes in academic settings in the USA, Canada, Mexico, Costa Rica, Finland, Norway, Austria,
Germany, Switzerland and Kenya; and public lectures, op-eds and news stories, to name the chief
ones. Recently a web-based effort also was launched (http://consensusforaction.stanford.edu/).

As a result, within a year the statement was delivered to many world leaders, among them: US
President Barack Obama and many of his staff, including Secretary of State John Kerry; China’s
President Xi Jinping and Vice Chairman of the National Development and Reform Commission
Xie Zhenhua; Japan’s Governor Ichiro Matsui of Osaka Prefecture; the United Kingdom’s Energy
& Climate Change Minister Gregory Barker; Mexico’s Governor Eruviel Avila, José Sarukhan
(President of Mexico’s National Commission on Biodiversity) and Julia Carabias (Mexico’s for-
mer minister of the Environment); Malaysia’s Right Honourable Datuk Seri Panglima Musa Haji
Aman, Minister of the State of Sabah; the leader of the Othodox Christian Church His All Holiness
Bartholomew I, Archbishop of Constantinople, New Rome, and Ecumenical Patriarch; a Wadaonai
chief from the Yasuni region, Ecuador; governors of several states in the USA and ministers from
Canadian provinces; selected congressional representatives in the USA; and mayors of several
major cities in California and elsewhere. The nascent web-based distribution effort has also helped
to bring the Consensus Statement to the general public, although much work remains to be done in
that arena.


http://consensusforaction.stanford.edu/
http://anr.sagepub.com/

164 The Anthropocene Review 1(2)

Did providing this information to policy makers make any difference? Only time will tell the full
story, but already there are encouraging reports. Within the first six months of its release, the
Consensus Statement helped inform policy discussions that led to two international agreements
between California and other entities to cooperate on reducing greenhouse gas emissions and devel-
oping green technology. On 13 September 2013, California and China signed a Memorandum of
Understanding that committed both parties to: ‘Mitigating carbon emissions; strengthening perfor-
mance standards to control greenhouse gasses; designing and implementing carbon emissions trad-
ing systems; sharing information on policies and programs to strengthen low-carbon development;
exchanging personnel and jointly organizing workshops and training; and researching clean and
efficient energy technologies’ (http://gov.ca.gov/news.php?id=18205). The Consensus Statement
was translated into Chinese and presented by Governor Brown to President Xi Jinping and National
Reform and Development Commission Vice Chairman Xie Zhenhua (the signatory on behalf of
China) in meetings that preceded the signing of the MOU (http://gov.ca.gov/news.php?id=18086).

The second international agreement came on 28 October 2013, with the signing of the Pacific
Climate Pact by the governors of California, Oregon, Washington and British Columbia’s Minister
of the Environment (on behalf of the Premier of British Columbia). That agreement includes:
‘accounting for the costs of carbon pollution in each jurisdiction; harmonizing 2050 targets for
greenhouse gas reductions and developing mid-term targets needed to support long-term reduction
goals; taking steps to expand the use of zero-emission vehicles, aiming for 10 percent of new pub-
lic and private fleet vehicle purchases by 2016; enlisting support for research on ocean acidifica-
tion and taking action to combat it; adopting and maintaining low-carbon fuel standards in each
jurisdiction; and continuing deployment of high-speed rail across the region’ (http://gov.ca.gov/
news.php?id=18284). More broadly, the agreement commits the parties to:

Cooperate with national and sub-national governments around the world to press for an international
agreement on climate change in 2015. The governments of California, British Columbia, Oregon and
Washington will join with other governments to build a coalition of support for national and international
climate action, including securing an international agreement at the Conference of Parties in Paris in 2015.
The governments of California, British Columbia, Oregon and Washington will coordinate the activities
they undertake with other sub-national governments and combine these efforts where appropriate. (http://
gov.ca.gov/news.php?id=18284)

And, relevant to scientists’ efforts to communicate science such that it helps guide global
change, the agreement includes the following language:

Affirm the need to inform policy with findings from climate science.

Leaders of California, British Columbia, Oregon and Washington affirm the scientific consensus on the
human causes of climate change and its very real impacts, most recently documented by scientists around
the world in the Intergovernmental Panel on Climate Change’s Fifth Assessment Report released in
September 2013, as well as other reports such as the Scientific Consensus on Maintaining Humanity’s life
Support Systems in the 21st Century. Governmental actions should be grounded in this scientific
understanding of climate change. (http://gov.ca.gov/news.php?id=18284)

The California-China MOU and the Pacific Climate Pact are significant in three respects. First,
they clearly incorporate the scientific realities into developing policies aimed at guiding the future,
and benefited from dialogue between scientists and policy makers. Second, within the USA, they
mark a watershed in how subnational entities can move forward with important international
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cooperation, despite political gridlock in Washington, DC. Third, they have economic as well as
scientific impacts on the world stage: China is the world’s second largest economy, California the
world’s eighth largest, and the combination of California, Oregon, Washington and British
Columbia would equate to the fifth largest in terms of Gross Domestic Product.

Ingredients of successful engagement

Despite having been in circulation only a year, and being forged and disseminated only through the
grass roots efforts of scientists without funding by outside organizations, the Consensus Statement
is now in the hands of political and other leaders in many nations, has led to direct dialogues
between scientists and policy makers, and has proven useful in discussions that produced tangible
international climate policies. To what can this high level of rapid engagement be attributed and are
there general lessons for communicating science that can be extracted? In examining the process
retrospectively, we identify the following key ingredients.

Sound science

The key ingredient, of course, is sound science, around which consensus actually exists. In the case
of the Consensus Statement, the science conveyed about its five focal issues is the result of decades
of research by hundreds of scientists, vetted and refined through the years in the form of thousands of
peer-reviewed publications. Each of those publications, however, typically focused on just one of the
five key environmental problems. An important trigger for developing the new dialogue with policy
makers seemed to be a synthetic peer-reviewed study, coauthored by 22 investigators from seven
countries and three continents representing a variety of related disciplines. That study treated the
issues not as discrete, but as an interconnected set of problems that by interacting had the potential to
cause abrupt, societally relevant changes that would likely manifest themselves within decades.

Media coverage and timing

There is no doubt that science reporters have an important role to play in translating the work
reported in peer-reviewed scientific publications to wider audiences. Scientists can actively con-
tribute to this process through working with their university press offices to prepare accurate press
releases about their scientific work, as several of the authors of the synthetic paper noted above did,
and by responding quickly, clearly and accurately to reporters when interviews are requested. If the
issue is deemed newsworthy by the popular press, it can reach a broad audience rapidly through
print, television and internet-based reporting.

Whether or not a scientific article will be picked up by the popular media depends in part on
how it relates to current ‘news hooks’, that is, what people tend to be concerned with at the moment.
In the case of the article that awakened interest in the issues that eventually were summarized in
the Consensus Statement, the timing was fortuitous. The publication appeared just as the Rio +20
meetings were convening, so environmental issues were generally in the news. Whatever the rea-
sons, considerable media attention ensued and brought the scientific issues covered in the paper to
the attention of the general public, including the policy-making community.

Commitment from the policy-making community

Among those who saw reports about the peer-reviewed study was California Governor Jerry
Brown. Recognizing the relevance of the study’s conclusions to ongoing dialogues about climate
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change and other environmental issues, he initiated conversation with the scientists about the key
environmental issues that policy makers face. In the course of these conversations, it became
apparent which information that is essentially taken for granted by the environmental science com-
munity had not effectively percolated outside academia, and that an important way to fill the infor-
mation gap would be to develop a scientific consensus statement designed specifically to convey
the issues to the policy-making community. After the Consensus Statement was released, Governor
Brown integrated it into a wide variety of meetings with other high-level politicians to elevate the
visibility of environmental issues that need to be addressed. The importance of such commitment
by a politician to engage with scientists and advocate for including science into the decision-
making process cannot be overemphasized, since it is in the political arena that policies are actually
developed.

Ongoing dialogue

Communicating science to policy makers is not a one-off occurrence, and requires commitments
by participating scientists to continually engage after the initial release of information. One of the
lessons learned from our Consensus Statement experience is that successful communication
requires an ongoing dialogue that involves not only telling the policy makers about the science, but
learning from the policy makers what scientific information is most important to them in a given
circumstance, and what constraints besides the science must also enter into the decision-making
process. An important part of the engagement is the willingness of scientists to respond to immedi-
ate needs, which come up suddenly in the political arena.

Avoiding prescriptive advocacy

Elsewhere we have noted that efforts to communicate science generally fall into three basic catego-
ries: general interest communication, prescriptive advocacy and informative advocacy (Hadly and
Barnosky, 2014). The first is simply communicating scientific discoveries that are likely to catch
the public’s interest but with no decision-making goal in mind (for example, the finding that crows
can accomplish some tasks that require causal understanding similar to that of a 5- to 7-year-old
child (Jelbert et al., 2014) (and see the Science Daily report at http://www.sciencedaily.com/
releases/2014/03/140326182039.htm). The other two, as their names imply, involve advocating
that the science be considered in making a policy decision. The difference between the two kinds
of advocacy was the focus of a previous article, from which we extract the following relevant
passages:

Informative advocacy ... uses scientific knowledge to foretell the environmental (in our case) changes of
probable societal relevance that lie ahead. It differs from pure science communication, which is simply to
inform, in having an important goal of injecting the scientific realities into the many different categories
of information that decision makers must take into account when formulating policy. Informative advocacy
also has a second goal that is critical: learning from decision makers about the kind of information they
need. This back-and-forth dialog ultimately opens new doors for decision makers to formulate solutions to
complex problems, and new doors for scientists to understand how their science is socially relevant.

Prescriptive advocacy, in contrast, means using your position as a scientist to push for a particular policy
action, which can do just the opposite of science communication or informative advocacy. We have found
that prescriptive advocacy narrows choices for the decision makers, and often ignores harsh realities that
especially elected officials face: a wide spectrum of societal views on what constitutes the most pressing
needs, and economic and technological feasibility.
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In essence, communicating science involves boiling down the discoveries of the practicing scientific
community to their accurate bullet points, and highlighting the societally relevant impacts. Informative
advocacy involves taking that science to decision makers (and the general public), and pointing out
scientifically sound paths to desired destinations. But it is left to the decision makers (often our elected
officials) to decide which of the multiple pathways to solving a particular problem are the most practical
to pursue, taking into account the layout of the entire constituency landscape.

Communicating science and informative advocacy identifies destinations and available paths, but does not
barricade some paths in favor of others.

Prescriptive advocacy, on the other hand, is all about making arguments that your path is better than any
other one. The problem with prescriptive advocacy is that you can tie the hands of decision makers,
making it more difficult for them to find the best route through what is usually a complex maze of needs
and opportunities.

While all three kinds of science communication can play a useful role in helping to guide the
future, it is critical that scientists recognize which kind of communication they are using in a given
instance. The Consensus Statement falls in the category of informative advocacy, in that while it
specifies the needed destinations and their feasibility, it does not argue that policy makers should
implement one specific solution over another. It makes clear that the science indicates that actions
are needed to avoid certain future scenarios, but leaves it to policy makers to determine which
future scenarios are most desirable, and exactly how to get there.

A challenge for scientists

Our engagement with policy makers in the context of developing and using the Scientific Consensus
on Maintaining Humanity s Life Support Systems in the 21st Century has convinced us that such
science communication efforts are both rewarding and productive. The experience has also demon-
strated to us that, while communicating science to policy makers will be essential in helping to
formulate a future in which society thrives, a reality is that effective engagement takes time. It adds
yet another job to the other three that are usually expected of scientists in many institutions: doing
cutting edge research that leads to new breakthroughs published in peer-reviewed journals; teach-
ing; and the administrative duties essential to running both individual research programs and the
employing institution. We suggest, however, that the task of making the science useful to those who
need it most — political leaders, business leaders, and the public-at-large — is at least equally impor-
tant as the basic research, teaching, and administration scientists are usually involved in. That means
that no longer is a scientist’s project finished when results are published in a peer-reviewed paper,
especially with regards to critical global problems such as climate change, extinctions, ecosystem
loss, pollution, and population overgrowth and overconsumption. The next step, communicating
that knowledge to those who need it outside academia, will be what ultimately helps chart the course
for navigating the Anthropocene. In our experience, taking that next step is well worth the effort.
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Abstract

Historical climatology is commonly defined as the study of past climates based on ‘documentary
evidence’ before the establishment of modern networks of meteorological measurement,
which excludes the last two centuries of recent global warming. This article reviews historical
climatology with regard to the Anthropocene. In the Anthropocene the dynamics of climate
change are essentially anthropogenic. The term ‘sociosphere’ will be advocated as a terminological
improvement over existing attempts to define the place of human activities in Earth System
Analysis. Theoretical and empirical advances in the study of social ecodynamics are called for.
Historical climatology has a capacity to contribute making such advances, but a redefinition is
inevitable for this potential to be realized: (1) historical climatology needs to expand temporally
into the 19th and 20th centuries; and (2) it has yet to adjust to an important conceptual transition
in climatology: from a descriptive (meteorological) concept of climate to climate dynamics.

Keywords
anthroposhpere, climate dynamics, climate forcing, Earth System analysis, historical climatology,
social ecodynamics, sociosphere

Introduction

For more than a decade, the idea of a geological ‘age of man’, in which human action has become
the driving force of global environmental change, has been discussed under the term
‘Anthropocene’. In 2014, the International Commission on Stratigraphy (ICS) is expected to
decide whether it is now time to officially add it to the stock of stratigraphic terminology.
Independent of the outcome, it seems likely that both the term and the idea connected with it will
gain more ground in the continuing debate about global change, its causes and consequences. If
this is true, academic disciplines and subdisciplines (inside or outside the earth sciences), or any
research involved with global environmental change (e.g. the loss of biodiversity or global
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warming), will be faced with the challenge to reflect about their potential for improving our
knowledge of the Anthropocene on all levels of understanding.

It has been pointed out before that the proposal to establish a new geologic epoch, the
Anthropocene, not only affects geology or the earth sciences, but also our understanding of
history in general and climate history in particular (Chakrabarty, 2009, 2010, 2011;
Mauelshagen, 2012). Anthropogenic climate change has been one of the main features to
define the Anthropocene and its chronology. It is, therefore, obvious to ask for the concrete
implications the Anthropocene may have for disciplines involved in climate science today,
especially those dealing with climate history. One such discipline is historical climatology.
What is its potential contribution to improving our knowledge and understanding of the
Anthropocene? And what are the implications of making such a contribution for the future of
historical climatology? Historical climatology has been part of the study of past climatic
changes on a centennial and millennial scale, which has been relevant to confirming the fact
of recent global warming. But it is yet to get involved in discussing the Anthropocene or in
writing its climate history.

The first part of this article provides a critical review of the field, focusing in particular on the
definition of historical climatology and, to some extent, its research history. This will help to
detect the limits of research that have kept historical climatology so far from entering
‘Anthropocene territory’. At the end of the review section of this article, two problems will be
identified for further discussion in the two sections that follow: (1) the problem of periodization,
which is the result of a tradition in historical climatology to exclude the most recent era of global
warming from its territory; and (2) the problem of climate dynamics and the share human activi-
ties have in it in the era of global warming. Historical climatologists have made some contribu-
tions to improve our knowledge of past climate dynamics, though much more could be done in
this area, but they have yet to include anthropogenic forces. This gap is paralleled by difficulties
in Earth System Analysis to integrate society as the driving force of anthropogenic climate
change. These difficulties will be addressed in the third part of this article, which includes a
review of concepts that have been proposed to define the place of society in the Earth System.
Any conceptual decision will affect how well the study of the Anthropocene connects with the
social sciences and humanities. Improving our understanding of the societal dynamics that drives
global change in the Anthropocene is of paramount importance. The proposition made towards
the end of this article to build future research in this area on the concept of the sociosphere may
be regarded as a contribution to the theory of Earth System science, which has provided the
framework for most interdisciplinary research on global change in the past two or three decades.
In this article, the concept of the sociosphere and its ecodynamics will help defining a new
research branch in historical climatology, which will be redefined in the conclusion.

Historical climatology: A critical review

From its beginnings, historical climatology has been an ‘interdiscipline’ combining approaches
(i.e. theories and methodologies) from both sides of the divide between the ‘two cultures’
(Snow, 1959) of the natural sciences and the social sciences/humanities. The majority of his-
torical climatologists share a scientific background in physical geography with specializations
in meteorology and climatology, while historians form the minority. Despite its overall success,
interdisciplinary cooperation has raised some terminological questions, which still cause prob-
lems of understanding in- and outside the two cooperating disciplines. For example, historians
(and other scholars in the social sciences and humanities) often use ‘climate history’ as a
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Figure |. Three common meanings of ‘climate history’. They are referring to entirely different timescales
and rely on different types of evidence. The graph further illustrates how historical climatology is
connected with paleoclimatology and what type of proxy information it relies on in the area of climate
reconstruction.

synonym for ‘historical climatology’, mainly because they feel uncomfortable with the term
‘climatology’. Yet, consensus about the meaning of ‘climate history’ will be difficult to achieve,
even among historians. Forty or fifty years ago, many would probably have agreed that it
denotes the study of climate and its impact on human affairs for those periods and those parts
of the world for which written record exists. This is precisely the traditional line of thought
from which historical climatology has emerged. However, this is only the first among three
fairly common ways of speaking of ‘climate history’; the second parallels the temporal scope
of climate history with the history of the human species. Recent examples are Wolfgang
Behringer’s and John L Brook’s monographs (Behringer, 2010; Brook, 2014), which also
include brief surveys of climatic changes in Earth history prior to the appearance of biologi-
cally modern humans (Homo sapiens sapiens) — which already refers to the third meaning of
‘climate history’, i.e. the course of climate through the history of the Earth, a definition (pal-
aeo-) climatologists most likely prefer over the other two (see Figure 1).

In sum, climate history is not a clearly defined subject of research; nor does it represent a
research branch or discipline with a specific set of methodologies and theories. Instead, its
scope varies with disciplinary contexts in both temporal depth and thematic range, either limit-
ing itself to reconstructing past local or global climates, or including the study of climate
impacts on the biosphere and/or on human populations as well as the study of cultural
adaptations.

Contrasting these ambiguities, historical climatology has been established for decades as a field
of study placed at the intersection between (palaco-)climatology and (environmental) history.!
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Scholars working in this field have reached a consensus to subdivide historical climatology into
three study areas or domains:

(1) reconstruction of past climates based on documentary evidence (written records),

(2) the study of climate impacts on societies, and

(3) the study of cultural dimensions of society—climate interactions such as perception, knowl-
edge, ritual and science.

However, the latter two domains were included by historical climatology only after some hesita-
tion, to which the evolution of its definitions bears witness. It is important to sketch this evolution
first — also with regard to the novel definition proposed in the conclusion of this article. A survey
of developments and achievements in the area of climate reconstruction will follow. This is the
domain focused on in this article for practical reasons, mainly because a comprehensive review of
all three branches of historical climatology would at least double its length. Even with regard to
climate reconstruction the purpose is not to give a complete state of the art summary, but to famil-
iarize the readers of this journal with the character and scope of contributions historical climatol-
ogy has made so far to improve knowledge of past climate variability and recent global warming,
which is, in the end, what links historical climatology with the Anthropocene.

Definitions of historical climatology

When the contours of historical climatology began shaping around 1960 (Le Roy Ladurie, 1959,
1961; Manley, 1958; Utterstrom, 1955) the traditions of geographic determinism in general
(Semple, 1911), and climatic determinism in particular (Huntington, 1915, 1917), had made histo-
rians and geographers very sceptical about any too direct causalities between climatic changes and
the history of humanity (Febvre, 2009, first edition 1922; Vidal de La Blache, 1922). However,
climate determinism was a problem not only when it came to assessing the impacts of climate vari-
ability on past economies and societies. Determinist assumptions about the traces left by climatic
fluctuations in social and economic history and their record (e.g. price series for wheat, rice and
other agricultural products in pre-industrial agrarian societies) had also taken a hand in the area of
climate reconstruction. In other words: the spirits of determinism had also had an influence on the
documentary evidence selected as climate proxy (Brooks, 1922, 1949). Consequently, reorganiz-
ing the distinction between reliable and unreliable documentary proxy information was necessary.
With this objective in mind, Emmanuel Le Roy Ladurie suggested suspending impact research,
prioritizing the reconstruction of historical climates and, thus, creating a branch of historical
research — ‘climate history’, as he called it — in which humans only featured in the role of direct or
indirect observers of the weather (Le Roy Ladurie, 1959, 1961, 1967, 1972). He provokingly
described this new territory of study as a form of ‘history without human beings’ (Le Roy Ladurie,
1979a, 1979b; Le Roy Ladurie and Rousseau, 2013; Mauelshagen, 2009). Forty years later, it is
only too obvious that this expression was based on the tacit assumption that climatic changes were
unaffected by human activities, at least in periods of climate history prior to the 20th century. In
our day, anthropogenic climate change has been established as a scientific fact almost beyond
doubt, and Le Roy Ladurie himself has taken note of it in his late work on climate history (Le Roy
Ladurie, 2004/2006; Le Roy Ladurie and Rousseau, 2013).

The temporary suspension of historical climate impact research, until the knowledge of past
climates was better prepared to meet its challenge, may be termed the ‘climate-first approach’,
which established a lasting special relationship between historians and physical geographers
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Figure 2. Evolution of definitions of historical climatology since 1978. The timeline (red) splits this
graph into two halves, which represent methods and paradigms adopted by historical climatology from
its twofold scientific environment: climatology in the upper area (blue colour range), history/the social
sciences in the lower area (brown colour range). This graph already includes the redefinition of historical
climatology suggested in the conclusion of this article.

(meteorologists, climatologists). Transdisciplinary cooperation between them left traces in attempts
to define ‘historical climatology’, which began effectively with a 1978-article published by Ingram,
Underhill and Wigley in Nature (see Figure 2). The authors recognized that ‘descriptive documen-
tary evidence’ was

an important source of detailed information on past climates, particularly for the period between the
eleventh century and the beginning of the era of instrumental meteorology. [...] The successful exploitation
of this material demands a varied range of skills and techniques which effectively define specialised
subdisciplines of climatology. Historical climatology is best thought of as one such subdiscipline, which
focuses on the study of written materials (excluding records of modern standardised instrumental
observations) which bear on past climate. These materials include, not only meteorological information,
but also data on such phenomena as glacier movements, phenological events and other more or less
indirect indicators of climatic change. (Ingram et al., 1978: 329)

Following Ingram et al.’s 1978 article in Nature, new dimensions entered the field quickly in the
early 1980s (Rotberg, 1981). In their introduction to Climate and History, Ingram, Framer and
Wigley considered four aspects of study: ‘climate reconstruction; the identification and
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measurement of impact; adaptation and perception’ (Wigley, 1981: 4). Later definitions of historical
climatology condensed these four aspects into three more or less canonized study areas, while they
continued agreeing with the temporal limitations suggested for historical reconstructions in 1978
(e.g. Brazdil, 2000; Mauelshagen, 2010: 20). The now ‘classical’, most widely accepted version
described historical climatology as

a research field situated at the interface of climatology and (environmental) history, dealing mainly with
documentary evidence and using the methodology of both climatology and history. It is directed towards
the following three objectives:

(1) It aims at reconstructing temporal and spatial patterns of weather and climate as well as climate-
related natural disasters for the period prior to the creation of national meteorological networks
(mainly for the last millennium).

(2) Itinvestigates the vulnerability of past societies and economies to climate variations, climate extremes
and natural disasters.

(3) It explores past discourses and the social representations of climate.

(Brazdil et al., 2005: 365-366)

These three domains to some degree mirror general study areas of climate science today, as may be
gathered from the IPCC’s subdivision into Working Group 1 on the Physical Science Basis and
Working Group 2 on Impacts, Adaptation, and Vulnerability. Yet, research in those domains has not
developed homogeneously; the systematic links between them are relatively loosely defined; and
there are few empirical studies that have successfully combined them (e.g. Pfister, forthcoming;
Pfister et al., 2010; Rohland, 2011, 2013). While the connections between reconstructed climatic
fluctuations and (more long-term) changes with impacts on and adaptive processes in society seem
obvious, the history of climate perceptions and knowledge in particular is badly integrated
(Mauelshagen and Pfister, forthcoming).

Early attempts at reintroducing climate impact studies were made in the later 1970s, when sub-
jects then popular in historical demographics (the study of populations), economic and agrarian
history (poverty, famine, prices for cereal crops) promised good connectivity between climate his-
tory and human history (Pfister, 1975; Post, 1977, 1984). Famine in particular had captured the
attention of economic historians. However, this was short-lived. Notice of the relevance of climate
in the history of famines declined rapidly in the 1980s, when new famine theories discredited any
approach that would place famines anywhere close to ‘natural disasters’ (Fogel, 1992; Sen, 1981).
The focus of historical climatologists on reconstruction was questioned once again in the late
1990s, when (historical) studies of natural disasters discovered the relevance of climatico-
meteorological extremes and anomalies. From here, new links between history and other
disciplines from the social sciences and the humanities spectrum were established. Historical cli-
matologists adopted concepts of vulnerability and resilience, and they learned about coping and
adaptation strategies that were culturally specific. Concepts and methodologies from the social
sciences and humanities helped to better grasp the complexity of climate—society interactions
(Mauelshagen, 2009; Mauelshagen and Pfister, forthcoming; Pfister, 2005).

There is an alternative meaning of ‘historical climatology’ that is often ignored. Let us call it
‘HistClim-METEQ’ as opposed to ‘HistClim-PALEO’ wherever both meanings need to be kept in
mind. Since the 1990s, the US National Climatic Data Center (NCDC) established two data sets
called ‘Global Historical Climatology Network (GHCN)’: one set of monthly data (GHCN-M), the
other of daily data (GHCN-D) of temperature (Lawrimore et al., 2011; Peterson and Vose, 1997),
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precipitation and pressure records from land surface stations across the globe. For the daily resolu-
tion data set, more than 75,000 stations from 180 countries provided data exchanged under the
World Weather Watch Program of the World Meteorological Organization (WMO) (Menne et al.,
2012). Weather stations with the longest record history cover intervals ranging up to more than 175
years. What defines these data sets as ‘historical’ is not merely the temporal range of the oldest data
they contain, but also ‘non-climatic influences such as changes in instrumentation, station environ-
ment, and observing practices that occur over time’,> which require application of homogenization
methods to assure data quality. This applies to all recent efforts in data rescue (DARE). Among the
benefits of high-resolution, long-term quality data Brunet and Jones have emphasized their ‘para-
mount importance’ for regional climate change detection and modelling, the reconstruction of past
climates from proxy records, and improved impact studies (Brunet and Jones, 2011: 30, 37). The
demand for high-quality historical station data also applies to reconstructions in HistClim-PALEO.
At least in the service area of data support HistClim-METEO connects with HistClim-PALEO,
although the latter defines its territory outside the realm of meteorological station data. As we shall
see in the second part of this article, there is more reason for reintegrating HistClim-METEO and
HistClim-PALEO under one umbrella, i.e. one definition that includes both (see also Conclusion).

Reconstructing climates of the past

As illustrated in Figure 1, the reconstruction part of historical climatology (= HistClim-PALEO, now
and in the following) may be treated as a subdiscipline of paleoclimatology, i.e. ‘the study of climate
prior to the period of instrumental measurements’ (Bradley, 2014; Hagedorn and Glaser, 1990).
Alternatively, historical climatology is sometimes distinguished from paleoclimatology based on the
difference between ‘human archives’ (preserved human record) and ‘natural archives’ (proxies pre-
served in nature), which leads to a trichotomy of climatological subdisciplines: paleoclimatology,
historical climatology and instrumental climatology (Pfister et al., 2008). However, historical clima-
tology shares the same standard procedure with other branches of paleoclimatology (see Figure 3),
e.g. dendroclimatology, and it applies more or less the same statistical tools (correlations, regression
analysis) in deriving time series from proxy information (Brazdil et al., 2010a). Considering the two
principal types of information that can be extracted from documentary sources, i.e. direct observation
of meteorological parameters (be it measured or not) and indirect observation of climatically influ-
enced processes in nature (observed natural proxies), historical climatology does indeed hold an
intermediary position between paleoclimatology and instrumental climatology (see Table 1).

What distinguishes historical reconstructions most clearly from other reconstructions in pale-
oclimatology is

(1) the type of proxy information, i.e. human direct and indirect observations of weather and
climate as recorded in written or graphic documents (paintings, drawings, maps, photo-
graphs; e.g. representations of glaciers and their extension), nowadays often in the form of
digitized copies made available by libraries and archives. This type of information poses
specific methodological challenges and has specific uncertainties (Brazdil et al., 2005;
Pfister et al., 2008);

(2) the expertise required to access that information: knowledge of cultures of written record
and graphical representation, and their conservation in archives and libraries; and

(3) methodologies to transform (often purely) qualitative information into quantitative time
series (content analysis, indexing), which allow derivation of meteorological time series
(e.g. temperature or precipitation series) by statistical means (correlations, regression
analysis).
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Figure 3. Standard procedure in palaeoclimate reconstruction.
Source: Slightly modified scheme from Brazdil et al. (2010a).

Precise dating of documentary information may be tricky or impossible in some cases, but it never
requires anything equivalent to the complex dating methods without which data derived from natu-
ral proxies cannot be plotted.? Plotting historical data is comparatively simple. Moreover, they
allow the highest temporal resolution for a great variety of relevant information (see Table 2),
which is particularly valuable when it comes to paralleling climatic changes with changes in soci-
ety. Weather observations preserved in historical records are often available on a daily, sometimes
hourly resolution (e.g. in ship logbooks or weather diaries). Other than dendroclimatological
reconstructions they are not limited to information on the growing season. Within the spectrum of
available sources of information for palacoclimatic reconstructions, documentary evidence is par-
ticularly valuable for its high-resolution information on the winter season (Dobrovolny et al.,
2010). Thus, historical climatology is the only branch of reconstructive climatology capable of
designing centennial- to millennial-scale high-resolution time series (i.e. monthly, seasonal or
annual resolutions) by calculating averages of even higher-resolved sets of data that span around
the year. In that regard, historical climatology resembles modern meteorology more than any other
branch of paleoclimatology and might, therefore, be aptly termed ‘palaeco-meteorology’.

As historical climate reconstruction depends on the availability of written record, its scope is
limited temporally and geographically to periods and cultures where such record was kept and
passed on. Generally speaking, record keeping was most common in agrarian civilisations across
Eurasia (the Middle East, China, Japan, Europe), where concerns about the effects of climatic
fluctuations on crops were reason enough to observe the weather. Meteorological extremes and
hazards were the greatest concern almost everywhere, which explains why the record of such
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Table I. Survey of types of data for reconstruction of past climates.

Archives

Direct observation

Not measured

Measured

Of meteorological
parameters

anomalies
climatological and
meteorological
hazards

weather patterns
daily weather

air pressure
temperature
precipitation
water levels

Indirect observation Organic Inorganic Organic Inorganic
Evidence of tree rings ice cores plant phenology water levels
climatically fossil pollen varves animal phenology (flood marks)
influenced remains of terrestrial sediments distribution of snow and ice
processes animals and lake and see crops cover and
plants sediments yield of crops: duration
fossil wood speleothems sugar content first and last frost
moraines borehole (vine) glaciers (pictorial
temperature Cultural reported evidence)
profiles, etc. rogations

Source: Modified from Pfister et al. (1999, 2008).

Table 2. Comparison of maximum resolution, temporal range, and potential information of different
sources for palaeoclimatic reconstructions.

Archive Minimum sampling Temporal range Potential information
interval (order/year) derived?

Historical records Day/h ~103 T.PX B VLS

Tree rings Year/season ~104 T,PBYVS

Lake sediments Year (varves) to 20 years ~10%10¢ T,B,MPV,C,

Corals Year ~104 C,LTP

Ice cores Year/season ~10¢ T,P,C,B V,MS

Pollen 20 years ~108¢ T,P B

Speleothems Year ~5 % 10° c.T.PV,B

Palaeosols 100 years ~108 T,P B

Loess 100 years ~108 P,BM

Geomorphologic features 100 years ~1 08 T.BVLP

Marine sediments 100 years® ~107 T.C,BMLPS

Notes:

aT, temperature; P, precipitation, humidity, or water balance (P-E); C, chemical composition of air (C,) or water (C,);
B, information on biomass or vegetation patterns; V, volcanic eruptions; M, geomagnetic field variations; L, sea level; S,
solar activity; X, meteorological or climatological extreme events.

bIn rare circumstances (varved sediments) < |0 years.
Source: Bradley (2014), slightly modified: category X for ‘extremes’ was added.

short-term, strong impacting events has the greatest temporal depth of all pre-instrumental record.
Generally, the spatial and temporal density of weather records increases the closer one gets to the
present; time is the great enemy of archival preservation.
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Traditions with long-term written record exist(ed) in Europe, China, Japan, Korea, parts of the
Middle East, Persia, and India. To date, the potential of documentary evidence in those regions for
historical climate reconstructions has been exploited very unevenly. It has been exploited most
intensely in Europe (surveys: Brazdil et al., 2005, 2010a), China (Chu, 1973; Ge et al., 2013, 2005,
2008, 2010; Wang, 1979; Wang and Zhang, 1988) and Japan (Mikami, 2008; Zaiki et al., 2006).
The potential value of Arabic chronicles has been discussed recently, but detailed results are yet to
be published (Dominguez-Castro et al., 2012; Vogt et al., 2011). In Europe, climate reconstruction
has produced data series dating back more than 500 years for temperature, precipitation and air
pressure. Temperature and ground air pressure data are available in seasonal resolution starting
from 1500, and in monthly resolution from 1659 onwards (Luterbacher et al., 2002, 2004; Xoplaki
et al., 2005); reconstructions of precipitation are available for all seasons starting from 1500
(Pauling et al., 2006). These data have been displayed in high spatial density in grids of 0.5 x 0.5
(approximately 60 km x 60 km), which contain a total of 5000 data points. Recently, some time
series for Europe have been extended back as far as the Middle Ages through work carried out in
the framework of The Millennium Project (Dobrovolny et al., 2010; Glaser and Riemann, 2009;
Kiss et al., 2011; Leijonhufvud et al., 2010; Loader et al., 2011). Besides this temporal expansion,
efforts in historical climate reconstruction are currently shifting southward into the Mediterranean
(Lionello, 2006: 32-57, 2012: 91-98).

Historical climatology is globalizing. This has been the most obvious trend in the last decade — a
trend largely founded on documentary evidence preserved in colonial records. The merchant fleets
of European colonial powers, that began to sail the world oceans from the 16th century onwards,
produced enormous amounts of written record, mainly in the form of ship logbooks, containing
valuable information about wind directions and speed, ocean currents and ice cover (Garcia-Herrera
et al., 2005; Wheeler, 2009; Wheeler et al., 2006). Recent studies are exploring new territory, as they
are expanding into tropical and subtropical parts of the globe, as well as from the Northern
Hemisphere into the South (Nash and Adamson, 2013; Neukom and Gergis, 2012). Documentary
evidence of climatic fluctuations in South America is beginning to be explored (Neukom et al.,
2009; Prieto and Garcia Herrera, 2009; Prieto and Rojas, 2012). There is likely much more to dis-
cover in the colonial archives of Spain and Portugal. The value of documentary records for the
knowledge about Australia’s climate in the past two centuries, after the arrival of First Fleeters in
1788, has also been recognized. Logbooks, governors’ correspondences, early settler’s diaries and
newspapers are among the most valuable sources before systematic meteorological observation
began.* Reconstructions of strong La Nifia (1788—1790) and El Nifio (1791-1793) events have
helped explain the struggle of early Australian settlers to adapt to an unfamiliar and hostile climate
(Gergis et al., 2010). In Canada, daily records exist in Quebec from the mid 18th century, nearly
continuous from the late 18th century.’ Researchers involved in extracting and digitizing the
Canadian data are members of Working Group 5 (on documentary evidence) in the multidisciplinary
research consortium ACRE (Atmospheric Circulation Reconstructions over the Earth).6

For several decades, historical climate reconstructions used to focus almost without exception
on temperature, precipitation or air pressure. One reason for this is that early modern and medieval
documents in Europe and China (the two principal research areas of historical climatology in the
first 40 years) provide ample information on these meteorological factors, particularly rainfall,
cold and heat, because pre-industrial economies were dominated by the primary sector, i.e. agricul-
ture, and concerns over food production. Another reason was the dominating meteorological con-
cept of climate, which favoured averages over variability and extremes. It was adopted by historical
climatology in its founding years (e.g. Flohn, 1949), and has hardly been seriously questioned
since then. However, new developments in climate impact research, namely the study of
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climatological and meteorological disasters (e.g. Groh et al., 2003; Juneja and Mauelshagen, 2007;
Mauelshagen, 2009, 2010; Pfister, 2002; Schenk, 2009), inspired new reconstructions in the area
of extremes and natural hazards such as tropical cyclones, hurricanes, other types of windstorms,
etc. (Chenoweth et al., 2007; Dupigny-Giroux, 2009; Lamb and Frydendahl, 1991; Mock, 2004).

Preliminary summary

Reconstruction of past climates was clearly the principal focus of historical climatology until the
early 1980s (Carey, 2012), and it remained dominant until the present (Mauelshagen, 2011). By
improving our knowledge of the climate history of the last 1000 years, historical climatologists have
contributed data confirming the fact of global warming in the 20th and 21st century. Though histori-
cal climatology has been involved only with the pre-industrial years of climate history, the ‘Little
Ice Age’ (LIA, approximately 1300—1850) and the ‘Medieval Climate Anomaly’(MCA), its contri-
bution to our understanding of recent climate change is far from negligible. Particularly since the
1990s, research into both periods became significant for the debate on global warming, thus secur-
ing historical climatologists a place in it. While the potential of documentary evidence for climate
reconstruction and impact research in regions on which attention almost exclusively focused in the
early decades of historical climatology, Europe and China, is by no means exhausted, historical
climatology has shown a globalizing trend in the last decade, expanding into the climate history of
the world oceans, arctic, tropical and subtropical parts of the world. Another trend is that the spec-
trum of reconstructions has been broadened, particularly in the area of extreme events and natural
hazards.

All this is good news for the future of historical climatology and its potential contribution to the
study of the Anthropocene, which certainly asks for a global perspective on climatic changes and
a better understanding of the impacts of extreme events. Yet, reviewing historical climatology also
has revealed two major problems in existing definitions of the field that hamper connectivity with
the study of the Anthropocene. These obstacles will be discussed one after the other, below.

1. The problem of periodization. From the perspective of climate history, the Anthropocene began
when anthropogenic climate forcing started to overwhelm natural forcings on a global scale.
According to the most widely accepted chronology this was not the case before industrialization
(see below for a more detailed account). However, in state of the art definitions of historical clima-
tology industrialization roughly coincides with the onset of systematic meteorological measure-
ment, or the ‘instrumental period’, which historical climatologists have long accepted as a frontier
beyond which they claim no territory. In effect, historical climatologists exclude the era of global
warming (and the Anthropocene) from their study and reduce themselves to making only indirect
contributions to its understanding. This problem of periodization is also reflected by the discrep-
ancy between two competing definitions, referred to in the above account of the evolution of defi-
nitions of historical climatology: in the dominating one, HistClim-PALEO, proxy information
extracted from documentary evidence plays the defining part, at least in the area of climate recon-
struction; in the other one, HistClim-METEOQ, established by the NCDC when creating the GHCN
data set, historical climatology deals with ‘historical data’ from weather stations that require
homogenization. This discrepancy calls for a more consistent definition of the ‘historical’ in his-
torical climatology.

2. The problem of (anthropogenic) climate dynamics. Anthropogenic climate change plays a key role
in the Anthropocene. Yet, human activities as climate forcing have no place in existing definitions
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of historical climatology. One reason for this is that historical climatology formed as a discipline
under the influence of climate concepts that prevailed in the 1950s and 1960s. The greenhouse effect
gained ground in the ensuing decades, but it was still far from the level of scientific and public rec-
ognition it has received since the creation of the Intergovernmental Panel on Climate Change in
1988. This leaves the question of why definitions of historical climatology have not been adapted
since then. What helps explaining this oddity is the other reason why (anthropogenic) climate
dynamics did not become a research interest of historical climatology, which is — once more — that
historical climatology limited itself to the ‘pre-instrumental period’. This meant practically that it
ended before industrial release of anthropogenic GHGs into the atmosphere accelerated. In this way,
the problem of periodization is interwoven with the problem of climate dynamics.

No end of history: The problem of periodization

In the decades after 1950, when historical climatology took shape as an interdiscipline, state of the
art climatology suggested that it be limited to periods before the availability of instrumentally
measured data. While this makes sense from the perspective of climate reconstruction and data
accessibility, it does neither from the perspective of any of the other two study areas of historical
climatology, nor from the point of view of history in general. What is the meaning of ‘historical” if
the most recent period of human and climate history is being excluded by definition? Limiting the
temporal scope of historical climatology in this manner was obviously influenced by a positivistic
view of instrumental measurement, as if measurement was immune to the impacts of time and
change. In the last decade or so, studies in the history of meteorology and climate science have
uncovered all the necessary detail to prove how misleading this idea really was.

Classic definitions of historical climatology take the reality of an ‘instrumental period’ in mete-
orology and climatology for granted, as in fact many definitions of paleoclimatology do. There are
two ways of dating the instrumental period: one spells its beginnings with the invention of tech-
nologies of measurement in the mid 17th century (Ingram et al., 1978: 329), the other with the
establishment of national meteorological networks (Brazdil et al., 2005; Mauelshagen, 2010). The
latter periodization recognizes that the instrumental record lacked density and standardization in its
early days. Indeed, the enormous effort that had to be undertaken by Gordon Manley and others to
establish the Central English Temperature Series from fragmented and shattered records in the 17th
and 18th centuries resembles the complexity of palaco-reconstructions (Manley, 1953, 1974;
Parker and Horton, 2005; Parker et al., 1992). The same could be said about similar series of early
temperature measurement, for example in France (Le Roy Ladurie and Rousseau, 2013: 169-207;
Rousseau, 2009). Only after national meteorological networks had been created in the 19th cen-
tury, marking the beginning of a truly instrumental period in the USA and Europe, historians and
their knowledge of archives and documents no longer seemed to be required.

Maps indicating the geographic density of stations feeding the GHCN-Daily data set confirm
that the profile of an instrumental period indeed began shaping in Europe and the USA in the sec-
ond half of the 19th century (see Figure 4). However, these maps also show (1) that station-based
meteorological measurement reached global dimensions only after 1950; and (2) that the density
of weather stations continues to be greater in the Northern Hemisphere compared with the global
South. Moreover, they do not show the availability of station data for other meteorological factors
than temperature and precipitation, which have the longest record.

There is more inhomogeneity to discover. While the establishment of national weather services
in many industrializing countries, and some of their colonies around or after 1850, marks a caesura
in data production, it must also be pointed out that ‘each national weather service created its own
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Figure 4. Maps showing temporal evolution (1861-2010) of the station network contributing data to

1861-1890 (v3 DD upd-201 3020606) 1861-1890 (v3.00-upd-2013020606)

It of Sutices

1891-1920 (v3.00-upd- 2013020606)

) ‘ ' . B ow om
Vg of Stiors. Mg of iaisns

1921~ 1950 (v3 00-upd 2013020606) 1921-1950 (v3. 00—upd-2013020605)

the GHCN-Daily data set. Temperature stations: left column; precipitation stations: right column. Density
has always been greater over North America and Eurasia than over Africa, Antarctica and South America.
Note: The United States, Canada and Australia have made comprehensive contributions to the network.

Source: Maps created by Jon.Burroughs@noaa.gov were downloaded from NOAA’s GHCN-Daily webpage, http://www.
ncdc.noaa.gov/oa/climate/ghcn-daily/.
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technological style, including various systems and standards for data collection and forecasting’
(Edwards, 2010: 13). Thus, nation states provided an organizational structure; but they also created
artificial borders in weather observation and forecasting techniques. In this way, the state of evolu-
tion in political self-organization of societies in the 19th and 20th centuries interfered heavily with
meteorology and created serious noise in the realm of data, from which emerged the need for inter-
national cooperation to integrate national data into global weather models. Weather forecasters
started out ‘with regional models, they switched to hemispheric models by the early 1960s and
global models by that decade’s end. As scales grew, these models needed increasingly heroic quan-
tities of data, demanding huge new efforts in standardization, communication systems, and auto-
mation’ (Miller and Edwards, 2001: 14).

Another source of data inhomogeneity emerged from the diverging aims of meteorology and
climatology:

By the early twentieth century ... Most national weather services, focused on providing short-term
forecasts, paid scant attention to the observational needs of climatology. New observing stations often did
not measure important climatological variables, such as precipitation. Meanwhile, existing stations
changed location, replaced old instruments with new ones of a different type, disappeared, or saw their
originally rural settings slowly transformed into (warmer) urban ones. These changes and many more
affected the continuity, stability, and quality of their data records. (Miller and Edwards, 2001: 20-21)

Data management and administration also experienced considerable technological change with
storage capacity growing exponentially in the age of electronic data processing. Looking back-
ward, the technological shift from paper to digital record has created a kind of data bottleneck as
one crosses the 1950 mark. Data exchange has been accelerated, and so has computing, increasing
the demand for raw data to use these new capacities for improved meteorological forecasting and
climate modelling.

In sum, since the establishment of national weather services, meteorological measurement
experienced

(1) change in measurement technologies and noise from inhomogeneous national observation
practices;

(2) changes in geographic location and density of station-based measurement;

(3) diversification of measured elements of climate;

(4) new practices of data handling and computing;

(5) ashift in data record and storage (from paper to digital).

These factors have created discontinuity and, consequently, various forms of inhomogeneity in the
record of meteorological station data, which means that there is no homogenous ‘instrumental
period’ with a clear beginning. The term ‘instrumental period’ might only, if at all, be preserved as
a heuristic tool, as its meaning is entirely relative to time, geographic area, the type of measured
information, measurement technology and practice. Vice versa, this implies that there is only a
relative end to the potential for historical climate reconstruction; more to the point: there is no end
to history in climatology. Even with standardized technologies in their hands, human observers
remain the force of change that creates the threat of data loss and decay in meteorology and clima-
tology and guarantees ‘instrumental periods’ a place within history.

Thus, current awareness about the necessity of data rescue (Brunet and Jones, 2011) and the
findings of historians of meteorology and climate science question the distinction between a pre-
instrumental and instrumental period and, with it, those between ‘historical’ and ‘modern
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climatology’ and between HistClim-PALEO and HistClim-METEO. This is not to deny that there
is a qualitative difference between measured and non-measured data from human archives. Of
course there is. The point is that the baseline for historical climate reconstruction is constantly
shifting together with the state of the art in climate system observation. Consequently, even in
Europe and in the USA, where national weather services were first created and rapidly achieved
high station density, there is a lot of new territory for reconstruction to discover after 1850, as shall
be illustrated by the case of hailstorms in Europe.

Hail appears in different forms, some of which are hard to distinguish from other forms of pre-
cipitation; it is often very local, which asks for a very high density of meteorological observation
stations to achieve full geographic coverage. The invention of hail radars in the 1980s provided
technical solutions to these problems, but also marked a caesura creating a new ‘pre-instrumental’
period for hail. In Switzerland, as in other parts of Europe (and probably elsewhere around the
world) severely affected by the risk of hail (southern France, southern Germany, Austria, Hungary)
the density of weather stations contained serious data gaps well into the 1950s. Already Bider
(1954) demonstrated that indirect data of hail damage collected by crop insurance companies pro-
vided statistically much more reliable information for determining the severity, density, frequency
and geographic distribution of hail events in Switzerland (Mauelshagen, 2011). These observations
are still used today. However, the potential for historical reconstruction is far from fully exploited
as meteorologists have hardly gone beyond the 1920 mark (OcCC, 2007). One of the consequences
of the temporal limitations of hail data series is that they are far too short to model the influence of
climate change on the changing frequency and severity of hailstorms in Alpine regions (OcCC,
2007; Schiesser, 1997). This sets obvious limits to proactive measures of mitigation and adapta-
tion, which is particularly painful because hailstorms are among the most costly natural hazards in
Europe (Munich Re Group, 2008). This situation may be significantly improved by a systematic
evaluation of recorded evidence from hail insurance and reinsurance companies. The temporal
extension of potential reconstructions is likely to vary with the scale of damaging effects of hail-
storms. For Central Europe, it may well be possible to reconstruct large-scale events as far back as
the Middle Ages using chronicles or official documents on disaster relief after hail storms for the
time before insurance companies started business.

There are two consequences from the above discussion of the problem of periodization, both of
which suggest that the definition of historical climatology requires revision:

(1) The idea of a distinct ‘instrumental period’ in meteorology and climatology has been invali-
dated by studies in the history of meteorology and climatology. Therefore, limiting research
in historical climatology temporally, as has been done since 1978, such that in effect the
most recent period of climate history (the Anthropocene) is being excluded by definition,
no longer makes sense — particularly now that historical climatology is expanding globally.
There is ample scope for historical climate reconstruction based on the record of human
observation in the last two centuries. This new territory of historical climatology calls for
exploration.

(2) Definitions of historical climatology require a more solid foundation with respect to the
source of climate information they select to specify the territory of research. As the his-
torical character of station data cannot be denied, particularly when they reach back more
than a century, these data can no longer be kept away from the realm of historical clima-
tology (that is: HistClim-PALEO). With regard to early meteorological measurements
before the establishment of national weather services, exclusion has never been without
exceptions anyway. It appears that it is time to reunite historical station data
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with reconstructed data from qualitative documentary evidence under the umbrella of
historical climatology and, thus, reintegrate ClimHist-PALEO with ClimHist-METEO.
However, this has other consequences, as ‘documentary evidence’ suddenly becomes an
imprecise description of the source of information historical climatologists rely on. Many
meteorological data today are digitized and will become the historical data of the future.
‘Documentary evidence’, written or pictorial (usually on paper), is only the most com-
mon form in which weather accounts or phenologic records have survived. However, the
material quality of written records (e.g. on stone, on paper or digital) to which the term
‘documentary evidence’ alludes is of minor importance compared with what defines the
specific quality of any type of information recorded in the archives of society, and that is:
human observation. Thus, ‘recorded human observation’ would be a more appropriate
term to use in definitions of historical climatology. Observations may be direct or indi-
rect, measured or not measured, quantified or not. Generally, human observation is a
specific form of selecting meteorological/climatological information through perception
(the senses), which may or may not be equipped with technologies. It varies culturally in
time and space. In contrast, natural proxies are a type of information selected through
physical (geological), chemical or biological processes.

A cultural history of human meteorological/climatological observation would have the capacity to
identify styles of observation in the past and in present and, thus, provide valuable information
relevant for the content analysis of evidence recorded in the archives of society. This is one poten-
tial way in which historical climatology might better integrate two of its branches: reconstruction
and the history of climate knowledge and science. However, there may also be an important dimen-
sion of the Anthropocene to be discovered here, worthy of further exploration: the expansion of
technologically equipped scientific observation of the Earth System in the last two centuries paral-
lels the explosion of human activities impacting the natural ecosystem of the Earth in the same
period. It is worth noting that this is hardly accidental, because scientific observation systems are
involved with economic efforts at resource exploitation as well as (more recently) with political
efforts to guide human activities in the Earth towards pathways of sustainability. Knowledge and
science play a key role in the expansion of modern societies and the dynamics they unfold in
changing the natural environment.

Climate dynamics in the Anthropocene

Early alliance with descriptive climatology in its founding years produced the most effective path
dependence for historical climatology. While the affinity of historical data with meteorological
measurements of temperature, precipitation and air pressure has been one of the strengths of his-
torical climatology (no other branch of palacoclimatology could claim the same right to be termed
‘palacometeorology’), recent decades have seen a paradigm shift in climate science, to some extent
pushed by climate modelling activities that were fostered by innovations in computer technology.
The greatest push for innovation, however, came from the need to understand the causes of global
warming — the key question of climate science ever since the UNFCC and the creation of the IPCC
back in the late 1980s. This process has accelerated the previously discernible shift from a descrip-
tive understanding of climatology towards causal models capable of explaining and projecting
climate change (Claussen et al., 2002; Mauelshagen, 2010). Climate dynamics — ‘the scientific
study of how and why climate changes’ (Cook, 2013: 1) — has become the key focus of climate
science. The dynamics of the climate system results from a complex interplay of internal and


http://anr.sagepub.com/

Mauelshagen 187

External Forcing

Figure 5. Modified version of the Bretherton diagram.

external forces (variables), schematically represented in a modified version of the famous
Bretherton diagram (see Figure 5).

Historical climatology has contributed data to improve our knowledge of past climate dynamics
(see Table 3). Most relevant are reconstructions of ENSO and NAO variability based on documen-
tary sources. There is very likely more material to discover in the archives of society for improve-
ments in ENSO and NAO time series, or for reconstructions of other local oscillations such as the
Arctic Oscillation (AO). Information about Arctic sea ice cover can be drawn from English,
Spanish, French, Dutch and Portuguese ship logbooks (Catchpole, 1992), which generally provide
a valuable source of information on oceanic climates, to some extent exploited by the CLIWOC
project (Garcia-Herrera et al., 2005; Wheeler, 2009). Observations recorded in ship logbooks are
pieces in the puzzle of proxy information from which past variability in the cryosphere (ice cover,
which affects the radiative balance of the planet as it changes the albedo) can be detected.

In the area of external forces, the historical record of volcanic eruptions is of significance.
Moreover, sunspot observations have long been accepted as reliable indirect information on the
variability of solar irradiance, for which the period of direct measurement begins no earlier than
1978. The first 30-year period of measurement became available in 2008, forming the primordial
basis for an overlap between group sunspot data and direct measurements (Bard and Frank, 2006).
John A Eddy’s reconstruction of solar activity from early, non-systematic observation of sunspots
preserved in early scientific journals, astronomers’ diaries and treatises (Eddy, 1976, 1978, 1980,
1983; Eddy et al., 1977, 1989; Hoyt and Schatten, 1995a, 1995b, 1996, 1998; Letfus, 2000; Schove,
1979, 1983).

However, clearly the greatest potential contribution of historical research is in the area of
anthropogenic forcing. There is no better record of human activities in the Earth System than the
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Table 3. Survey of historical studies in the area of climate dynamics. References in the ‘Publications’
column are selected. Evaluations in the rubric ‘Research priority’ were made with regard to the future, to
how well researched the respective themes are, and to the relevance of historical observations compared
with natural proxies. Evaluations reflect the author’s opinion and are to some degree subjective.

Forcing/ Natural Earth  Observation: What/record Publications Research
feedback System priority*
Solar External Indirect: Sunspots (naked eye Eddy (et al.) various very low
& telescope)/astronomers’ (others: see main
accounts text)
Volcanoes External Direct and indirect: volcanic Lamb (1970) low
eruptions and their effects
(dimmed sun, red sky, etc.)/
diaries, official records
Atmospheric Atmosphere Indirect: drought, floods, rainfall,  Luterbacher et al. medium
circulation etc./administrative records, (2001); Gergis and
(ENSO, NAO, chronicles, weather diaries Fowler (2009);
etc.) Garcia Herrera et al.
(2008)
Ice cover Cryosphere Direct: inland glaciers, arctic Catchpole (1992) high
sea ice/ship logbooks, images of
glaciers
Anthropogenic  External Observation: pre-instrumental Publications Research
records priority
Deforestation/  Biosphere Direct: cultures of forest use, Ramankutty (1999); high
Reforestation practices of forestry/official Kaplan et al. (2009)
records, regulations, maps
GHGs Atmosphere Indirect: agricultural practice, Ruddiman (2013) high
(chemical livestock
composition)
Land use Biosphere Direct: legal regulations, tracts Hurrt et al. (2006); very high
on technological innovations in Lionello et al. (2006,
agriculture 2012)
Internal Sociosphere Direct and indirect: Pfister (2010) very high
dynamics of documentary information on
the social population growth, economic
system indicators, political management,

etc., governmental records &
others

*Assessments in this column are founded on evalutions of 1) the availability and quality of natural proxies, 2) how well
the documentary evidence has been exploited in the past, and 3) the need of documentary evidence with regard to a

specific aspect of climate dynamics.

written record. It is the only type of record capable of reintegrating direct or indirect (e.g. archaeo-
logical) information about use societies make of energy and (other) natural resources with con-
crete economic or political decisions. Archival documents related to land use, desertification,
de- and reforestation (Kaplan et al., 2009) are pieces in the same puzzle of anthropogenic envi-
ronmental changes that may affect local or global climate changes. Environmental historians use
these sources of information regularly, while little has been done in historical climatology to
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exploit them and increase the amount of empirical data on past changes of land cover to feed
climate models. In this respect, current models lack historical depth and often build their model-
ling of the planetary albedo on rough estimates calling for improvement (Brovkin et al., 1999;
Deo et al., 2009; Lambin et al., 2001).

In the review section of this article it was assessed that historical research on anthropogenic
forcing is still pending, because historical climatology is yet to adjust to the most recent develop-
ments in climate science and Earth System Analysis. Anthropogenic climate change in the
Anthropocene challenges the idea that climate history can be written without considering human
activities. As a consequence, (potential) human interference with the climate system requires con-
sideration in any story of climate change since the appearance of biologically modern humans.
This is particularly plausible for periods that follow the invention of agriculture, when new prac-
tices of deforestation and land use likely affected local or even global climates. More research is
needed on periods prior to and after the onset of industrialization. However, it is precisely in the
area of anthropogenic change where the complexity of scientific study reaches challenging new
levels, which are far from easy to handle in theory and practice. The Anthropocene concept is in
many ways the sum total of these challenges in the transdisciplinary research framework of Earth
System science. It is, therefore, from this perspective that the demands of understanding climate
dynamics today — one that involves human societies — shall be approached.

Anthropocene climate

The ‘Anthropocene hypothesis’, first announced by Nobel laureate Paul Crutzen (Crutzen, 2002a,
2002b, 2006; Crutzen and Stoermer, 2000), takes note of the traces of “human activity’ in all sub-
systems of the Earth System recognizing that cultural evolution has made Homo sapiens sapiens
the ‘dominant animal’ (Ehrlich and Ehrlich, 2008). Some of the unfolding debate centred on the
dating and temporal extension of the new epoch with William Ruddiman advocating an ‘early
anthropogenic hypothesis’ (Ruddiman, 2003, 2005a, 2005b, 2005c, 2008, 2013). In response, Will
Steffen, John McNeill and Paul Crutzen argued that Ruddiman’s periodization focuses solely on
atmospheric change in the early stages of the Holocene, while excluding other spheres of the Earth
System; also, the anthropogenic origins of those atmospheric changes are rather uncertain and
disputable (Crutzen and Steffen, 2003; Steffen et al., 2007, 2011).

Last but not least, the climate dynamics specific to the Anthropocene are best defined by domi-
nation of anthropogenic forcing over natural forcings. None of the climatic changes preceding
recent global warming fulfils this criterion. Calculations of the relative weight of natural processes
versus anthropogenic factors since the beginning of industrialization (c. 1750) are based on the
concept of radiative forcing, nowadays explained in every textbook of, or introductory guide to,
climate science (e.g. Archer and Rahmstorf, 2010: chapter 2). Calculations of radiative forcing are
based on changes in the Earth’s energy budget arising from natural and human causes. The latest
IPCC Working Group 1 (physical science) summary report introduced the improved concept of
effective radiative forcing (ERF) as a better indicator of temperature response and once more con-
firmed the dominance of greenhouse gas emissions as the driving force of global warming between
1750 and 2011 (Figure 6). Plotting historical effective radiative forcing in time shows the evolution
of the relative influence of natural and anthropogenic forcing since 1750 (see Figure 7). This helps
detecting the onset of the Anthropocene era from the perspective of recent climate history: total
anthropogenic forcing increased steeply after 1850, which coincides with the most widely accepted
dating of the end of the ‘Little Ice Age’. Note that this total is the sum of anthropogenic factors that
affect radiative forcing both ways, positively and negatively: atmospheric aerosols mitigate the
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Radiative forcing of climate between 1750 and 2011

)

Aerosol-Radiation Interac. oo
Aerosol-Cloud Interac. :=

124 - | Tropospheric

CO,
Well Mixed
Greenhouse Gases Other WMGHG

e Ozone Stratospheric |+ |
c Y
% Stratospheric water :ll:’l
o vapour from CH, P
o [
o Surface Albedo Land Use | | ¥
< Contrails

Black carbon
on sno

Contrail induced cirrus

Solar irradiance

Natural

fof
|

i L 1 i L

0

1
Radiative Forcing (W m?)

Figure 6. Radiative forcing of climate: bar chart showing totals for 1750201 |. RF (hatched) and ERF
(solid) are shown with uncertainty ranges (5% to 95%) also for RF (dotted lines) and ERF (solid lines).

Source: Figure 8.15 from IPCC WGI-ARS.

Solar
BC on Snow + Contrails
Strat. H:0

Trop. O3

Aerosol (Total)
Land Use
Trop. Os

Solar

Effective Radiative Forcing (W m2)

Total
Total Anthropogenic

1750 1800 1850

1900 1950 2000

Figure 7. Temporal evolution of anthropogenic and natural radiative forcing, 1750201 I. Stack chart

shows anomalies (W/m?) given as deviation from 1750 (=

period (2011 versus 1750) see Figure 6.

0). For the uncertainty ranges over the entire

Source: Figure 8.18 re-plotted from Annex Il data in IPCC WGI-AR5 (modification: total aerosol is plotted here).

ERF effect of GHGs to some degree, as land surface

changes counteract the effects of black carbon

deposition in snow and ice. This scheme, which is characteristic of emissions produced by indus-
trial fossil energy regimes, shows that the checks to anthropogenic increases in ERF are also largely
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Figure 8. Extrapolation of three carbon regimes since the beginning of industrialization. Extrapolation A
is based on an average increase of CO2 in the atmosphere between 1750 and 1850 by the margin of 0.082
ppm. These margins increased over the following period between 1850 and 1950 to 0.268 ppm annually,
from which extrapolation B is drawn. Our data source for CO2-values in the atmosphere is Robertson

et al. (2001). This graph visualized extrapolations first mentioned by Christian Pfister (2010).

anthropogenic. Placing this pattern into more long-term contexts also reaffirms Steffen’s, McNeill’s
and Crutzen’s chronology, which parallels the emergence of Anthropocene climate conditions with
the history of industrial societies. Following this chronology here also makes sense, because it is
more challenging from the point of view of historical climatology and its existing limitations in
temporal range than any pre-industrial beginning of the Anthropocene would be. However, all this
does not imply that anthropogenic forces of climate change (and more generally: environmental
change) in pre-industrial ages of human history need not be considered. Quite on the contrary,
more research in this area is desirable to improve our understanding of the interplay between natu-
ral and social forces of change, and historical climatology should get involved in it.

Steffen et al. (2007) subdivide the Anthropocene into three stages indicated by economic
growth and traces of greenhouse gas emissions from fossil fuel burning in the atmosphere: they
start with an early stage of slow growth before 1950, followed by a second stage of exponential
growth since then, and finally they anticipate a third, and future, stage of human stewardship of
the Earth System (cf. Steffen et al., 2011). Echoing Karl Polanyi’s concept of the Great
Transformation (Polanyi, 1944), the authors termed the second stage ‘the Great Acceleration’,
which parallels what, some time ago, a group of economic historians termed ‘the Syndrome of the
1950s’ (Pfister, 1992, 1994, 1996, 1998, 2010). Steffen, McNeill and Crutzen refer to economic
growth, rapid technological changes and population growth as indicators of the Great Acceleration.
A comparison between the growth rates of CO, emissions before and after 1950 suggests, how-
ever, that the immediate roots of the greenhouse climate are to be found in the quarter of a century
after approximately 1950 (see Figure 8). An extrapolation of the average growing rates of these
concentrations for different stages of industrialization reveals the downside of accelerated eco-
nomic growth, i.e. the acceleration of fossil fuel burning, exponential growth of carbon emissions
and the time lost for a return to sustainable energy production and consumption.

Industrial patterns of global change have gained their ever-accelerating pace from the social
dynamics that unfolded with the availability of fossil energy resources. Yet, conceptualizing — not
even to speak of modelling — the role of society in the Earth System still continues to cause quite a
headache.
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Conceptualizing societal dynamics

Earth System Analysis (ESA) nowadays is very well capable of modelling geophysical and geo-
chemical processes, equilibriums and feedbacks in the Earth System. Global Change Analysis
(GCA) describes ecosystem changes based on a general theory of complex open systems with the
Earth System as the all-encompassing system of subsystems, which include the cryosphere, the
hydrosphere, the pedosphere, the biosphere and the atmosphere. Somewhat ironically, ESA reveals
weaknesses exactly in modelling that force which is considered the most important driver of global
change:

Current observations focus strongly on non-human systems. With the notable exception of global economic
and related national statistics, the all-important human dimension is subject merely to weak, largely
unsystematic or under-evaluated observation. A more comprehensive observation of the whole, particularly
of the exchange processes between human societies and their environment, is urgently required if a crude
look at the whole is to be achieved. (Lucht, 2010: 28)

However, the underlying problem is much more elementary than a mere gap in the existing
observation systems and statistics would suggest. There is more to address than an informa-
tion and quantification problem here: GCA still suffers from an elementary deficit in under-
standing human collective agency and the social dynamics underlying it. In this regard,
relatively little has changed since the Bretherton Report leveraged ESA back in 1988 stating
that attention was restricted ‘to the physical, chemical, and biological processes that interact
to determine the evolution of the Earth System and to produce global change’. Discussion of
‘economic, social, or political factors’ were explicitly excluded, ‘since these issues lie out-
side the mandate and professional expertise of the Earth System Science Committee’.
Consequentially, ‘human influences’ on the Earth System were considered ‘simply as addi-
tional system inputs in the form of activity scenarios, such as conjectured time sequences for
the burning of fossil fuels or patterns of land use’ (NASA Advisory Council, 1988). This
continues to be the example that IPCC Working Group 1 follows in developing emission
scenarios (AR1-ARS). While this pragmatic decision is fully understandable considering the
uncertainty of future GHG emission controls of world society, it is nevertheless unsatisfac-
tory that climate models ‘reach the limits of their predictive power when they need to bring
people into the equation’ (Cornell et al., 2012: 2). To leave blank what is considered to be the
dominating force of global change, i.e. human societies in general and industrial forms of
society in particular, is a limit of knowledge hard to accept from the perspective of
Anthropocene research.

Several conceptual ‘solutions’ to determine the place of human activities in the Earth (or: eco-)
System have been proposed in the past, either in the framework of ESA, or in the longer traditions
of the earth sciences and General Systems Theory. In the following, three terms and the conceptual
ideas underlying them shall be assessed with regard to their theoretical power to seize the ecologi-
cal dynamics (or: ecodynamics) of societies (Boulding, 1978). These terms are: the biosphere, the
anthroposphere and the sociosphere.”

(1) Biosphere. In the early days of earth sciences, humans and their activities were assigned a
place in the ‘biosphere’, a term introduced by Eduard Suess to denote a sphere of ‘life on this
planet and all the conditions in regard to temperature, chemical composition and so forth necessary
for its existence’ (Suess, 1885, 1875: 159; see also Samson and Pitt, 1999). According to Vaclav
Smil ‘it took a long time before it entered the scientific vocabulary’, but was finally pushed ‘to the
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center stage of scientific attention during the last generation of the twentieth century’ because of
satellite monitoring systems and concerns about anthropogenic environmental change (Smil, 2002:
2). As a biological species human beings belong to the biosphere; but at the same time they are
‘social animals’ that build and transform societies. This capacity and its implications will hardly be
grasped with a species concept of humanity, because the biological construction of Homo sapiens
sapiens contains little, if any, explanatory force for elucidating recent anthropogenic climate
change. Sociality, the ability to socialize, may have biological preconditions and, thus, may be
considered a genetic feature of our species that helps to bridge the gap between a biological and a
social science approach to the ecological role of humankind (Ehlers, 2008; Ehlers and Krafft,
2006a, 2006b). However, it fails to explain specific forms of human society and their impact on the
environment.

(2) Anthroposphere. Some researchers proposed the inclusion of an anthroposphere in the Earth
System. Yet, most of them hold on to regarding the anthroposphere as subordinate to the biosphere
(Baccini and Brunner, 1991; Brunner and Rechberger, 2001; Cornell et al., 2012), which in the end
raises the same questions as above (sub 1). Hans Joachim Schellnhuber, however, deviated from
these examples in his Earth System formula:

E=(N,H), where N =(a,b,c,...); H = (4,5) (1)

Here, E is the Earth System, N the ecosphere, H the human factor; N is subdivided into intercon-
nected subspheres a (atmosphere), b (biosphere), ¢ (cryosphere) etc.; H, on the other hand,
‘embraces the “physical” sub-component 4 (“anthroposphere” as the aggregate of all human
lives, actions and products) and the “metaphysical” sub-component S reflecting the emergence
of a “global subject” (Schellnhuber, 1999: C20). Schellnhuber explains his somewhat unusual
idea of a ‘global subject’ by pointing to international climate politics and climate protection
treatises as expressions of it. Yet, while recognizing that there is more to the “human factor’ than
physical populations, Schellnhuber’s concept of the anthroposphere still seems to rest on aggre-
gate ideas of society. Building on Schellnhuber’s ‘symbolic formalism of Earth system analysis’,
Martin Claussen proposed a slightly modified concept of the anthroposphere, which ‘includes all
cultural and socio-economic activities of humankind which can be subdivided into subcompo-
nents’ (Claussen, 2001: 147). His version of the anthroposphere is probably more easily acces-
sible for the social sciences and the humanities than Schellnhuber’s. However, it is more
meaningful that both Schellnhuber and Claussen give the anthroposphere a place within the
Earth System, but outside the ecosphere or ‘natural’ (part of the) Earth System. As Claussen
pointed out, this means that the anthroposphere and its dynamics cannot be modelled by conven-
tional means of thermodynamics.

(3) Sociosphere. The Scottish naturalist John Arthur Thomson (1861-1933) first termed the soci-
osphere and, yet again, regarded it as a subsphere of the biosphere in the all-encompassing cosmo-
sphere. Using an expression by Francis Bacon he circumscribed the sociosphere as ‘The Kingdom
of Man’, which not only includes society and its produce but also that part of nature ‘which man
subdues to his service or transforms for his purpose’ (Thomson, 1921: 248). In the first decades of
the 20th century the term ‘sociosphere’ occurred sporadically in sociological publications such as
Eubank’s Concepts of Sociology (1932: 65) which added a geosphere to Thomson’s classification.
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Independent of these earlier uses of the term, the nowadays forgotten sociologist Joyce O Hertzler

(1895-

1975) defined: ‘The sociosphere is the sum total of environments as modified and created

by man’ (Hertzler, 1954: 131). However, it was the economist Kenneth E Boulding (1910-1993),
who substantialized the idea of a sociosphere based on his profound understanding of the social
sciences (Boulding, 1966, 1980). Boulding emancipated the sociosphere from the biosphere, treat-
ing it as synonymous with what he called the social system:

The social system consists of all human beings on the planet and all their interrelationships, such as
kinship, friendship, hostility, status, exchange, money flows, conversation, information outputs and inputs,
and so on. It includes likewise the contents of every person’s mind and the physical surroundings, both
natural and artificial, to which he relates. This social system clings to the surface of the earth, so that it may
appropriately be called the sociosphere, even though small fragments of it are now going out into space.
The sociosphere thus takes its place with the lithosphere, the hydrosphere, the atmosphere, the biosphere,
and so on as one of the systems which enwrap this little globe. It has strong interrelations with the other
spheres with which it is mingled and without which it could not survive. Nevertheless, it has a dynamic
and an integrity of its own. (Boulding, 1966: 5-6)

The task of conceptualizing the dynamics of society in the climate system looks different
from the perspective of different disciplines. Biology, behavioural ecology, human and social
ecology, anthropology, human geography, environmental history, environmental sociology are
just some of the disciplines currently taking part in an ongoing debate. The above discussion of
conceptual alternatives has revealed some fundamental problems in current approaches to soci-
etal ecodynamics:

(1)

2

It is an open question how concepts of humanity as a species and concepts of (human)
society in sociology and in the humanities relate to, or connect with, each other. In the con-
text of the Anthropocene debate, Malm and Hornborg (2014) have questioned the use of the
species category, because it covers up inequalities in the ecological footprint between
industrialized and developing countries and, thus, blurs unequal responsibilities for global
(climate) change. The same argument has been made before with regard to the word
‘anthropogenic’ in ‘anthropogenic climate change’. However, there are also advantages to
the species category, one of them being that it places humans among a community of life
on Earth and makes the unequal share of ecological resources visible, which threatens life
— human and non-human — around the world today. Another advantage is that it recognizes
the ‘body physique’ of society, i.e. population. Yet, this is turned into a weakness if human
societies are reduced to mere aggregates of individuals.

Diverse as theories of society may be in the social sciences of today, there is agreement that
society is not just the sum of its parts; it is held together by communication, which is the
nucleus of cooperation and organization of individuals through assemblies and groups
(political parties, companies, ethnic groups, states, nations, etc.). Therefore, to understand
and describe the ecological dynamics (or: ecodynamics) of globalizing societies, which
accelerated in the process of industrialization, these dynamics need to be recognized as
specifically societal. However, that leaves the question for the role of material and energy
flows play ‘in’ or for society. Though a broad generalization, it is not unjust to say about
sociological theories of modern society that they ignore the energy costs of complex social
structures. ‘Humans and the complex social systems we create are clearly constrained by
the energy fluxes at all scales of social organization’ (Sibly et al., 2012). Not least, this is
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also indicated by strong correlations between variables reflecting standard of living and per
capita energy use (Brown et al., 2011).

(3) Another unsolved problem is the relationship between society and the Earth System. Is the
social system separate from or part of the Earth System? Or is it a subsystem of the Earth
System that needs to be separated from the natural ecosystem? What seems clear enough is
that thermodynamics is not the key to societal ecodynamics. Approaches in human energet-
ics and sociometabolism help bridging the gap between the social system and the natural
ecosystem; but they are one-sided in that they describe society only as an open, resource-
depending system. This is exactly what leaves the ‘inside’ behind as a terra incognita,
which simply produces contingency and unpredictability in the Earth System, making cli-
mate scenarios inevitable to handle this uncertainty. Such difficulties of determining the
inside and outside of systems, their borders, and their relation call for basic research on the
level of systems theory.

This is not the place to solve these problems deeply involved with anthropogenic global change
and, therefore, with the Anthropocene. For future debate the most appropriate terminological start-
ing seems to be the ‘sociosphere’. It has the potential to become a basic concept of global systems
ecology. It is in this sphere in which the social system develops its own specific ecodynamics, the
character of which changed dramatically in the course of human history. A working definition of
the sociosphere would be:

The Sociosphere is that part of the Earth System (or the global sphere) inhabited, worked, and changed by
human societies. It is a direct subsystem of the Earth System, not of any other of the Earth System’s
subsystems. Amplification or diminution of the sociosphere depends on the ecodynamics developed by
human social systems and the limits of the surrounding ecosystem which is relative to specific modes of
societal growth, i.e. the way in which human societies make use of energy and material resources.

In this working definition, the ecodynamics of social systems is key to understand processes of
global change. Social ecodynamics may be defined as the sum of all the driving forces of (global)
ecological change emerging with social systems. Climate dynamics is a specific form of ecody-
namics with regard to sociogenic changes in the climate system. With regard to these definitions,
the task of historical climatology in contributing to the climate history of the Anthropocene can
now be determined more clearly: it is to identify those sociogenic forces and their emergence
within the history of social systems that have become the drivers of global climate change.
Obviously, this task opens a completely new field of inquiry — a new branch for future research in
historical climatology.

Conclusion: Redefining historical climatology

When historical climatology took shape as a field of study many decades ago, anthropogenic cli-
mate change had not yet been on the agenda of mainstream climatology, which explains why histo-
rians of climate did not consider anthropogenic forces. However, this continued to be so for another
reason, i.e. because historical climatology by definition excluded the most recent period of climate
history, global warming, from its agenda. However, the idea of climate history as independent of
human history has been invalidated in our age, now termed ‘the Anthropocene’. Climate is influ-
enced by human societies. Social systems have (for the most part unintentionally) developed a cli-
matic dynamics of their own that, in our age, has become the driving force of global warming.
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The purpose of this review article was to spell out the implications of those developments for
historical climatology and its potential for the study of the Anthropocene. As a result, certain
adjustments in the definition of historical climatology and its territory seem necessary. They can be
summarized as follows:

(1) The idea of a distinct period of instrumental record beginning with national weather ser-
vices in the 19th century — a period to which the methods of historical climatology do not
apply — needs to be abandoned. There is great potential for historical climate reconstruc-
tions in the most recent centuries of history, because the baseline for instrumental data is
shifting due to changes in the infrastructure of, and rapid (technological and conceptual)
innovation in, meteorology and climatology. That potential should be explored as a matter
of urgency, as it will allow historical climatologists to make a direct contribution to the
study of the Anthropocene era in the future.

(2) Definitions of historical climatology require a more solid foundation with respect to the
source of climate information that specifies its territory. If this territory is to be expanded
into the 20th and, eventually, the 21st centuries it is more precise to speak of ‘recorded
human observation’ rather than ‘documentary evidence’ when it comes to define the spe-
cific source of information that distinguishes historical climatology from the branches of
paleoclimatology that rely on natural proxies.

(3) Although historical climatologists have helped to confirm that recent global warming is in
many ways a unique occurrence in the climate history of the last 1000 years, definitions of
historical climatology are yet to adjust to the standards of climate change science and its
main task: the understanding of climate dynamics, particularly in the Anthropocene. More
concretely, this means that historical climatology needs to step forward from the present
focus on atmospheric variability (surface temperature, precipitation and air pressure) to a
wider range of relevant elements of the climate system on which human observation has
been recorded and preserved. This includes external climate forcing and feedbacks in the
climate system. Reconstructions and rescue of historical station data will help extending
existing time series as far back into the past as possible.

(4) Inthe Anthropocene, anthropogenic forcing through land clearance, changes in agricultural
land-use patterns, and greenhouse gas emissions, etc. is centre stage. However, most
attempts in Earth System Analysis fail to grasp the societal nature of the dynamics underly-
ing global warming. Any attempt at adequately describing the emergence of the
Anthropocene without including the ecodynamics and evolution of modern societies is
likely to fail. Following from this is the need to rewrite the history of industrialization from
the perspective of the ecodynamics of the social system. In acknowledgement of this, I
have suggested introducing a new sphere into ESA: the sociosphere.

Thus, I suggest the following redefinition (short version): Historical climatology is the study of
climate history based on recorded human observation (direct or indirect; measured or not meas-
ured); it reconstructs previous states of the climate system on a subannual to millennial scale (<10
to N x 103 years, with N <5, i.e. roughly the maximum period for which written record exists) and
explores the interrelationship between human cultural evolution and the evolution of the climate
system. (A more explicative version of this definition is given in the box.) The modified definition
of historical climatology, its purposes and future perspectives will extend the scope of study in, and
is designed to strengthen the relevance of, historical climatology in future research on global
warming, its causes and its socio-cultural implications.
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Modified definition of Historical Climatology

Historical Climatology is a trans-discipline working at the intersection between history and climate
science. Recorded human observation is its specific source of information about previous states of the
climate system and its interactions with human societies. Consequentially, the temporal and spatial
extension of research varies with the availability and preservation of recorded direct or indirect obser-
vations at a certain time and place. Historical Climatology has two major domains of study:

(1) It contributes historical data to the reconstruction of previous states of the climate system (tem-
perature, precipitation, air pressure, wind, storms, solar activity, volcanic activity, land and ice
cover, human activity: e.g. changes in land-use patterns) with regard to its internal variability,
particularly extremes, external forcing factors of climate change and their feedbacks.

(2) It investigates the history of climate—society interactions. This includes the following — in many
ways interwoven — aspects:

(a) The history of cultural adaptation to climatic variability and extremes (e.g. long-term effects
of changes in global glaciation on human health and habitats, impacts of short-term variabil-
ity and extremes on agricultural practice, impacts on other economic branches and the built
environment, etc.).

(b) The history of climate perceptions and knowledge (including the history of climate science)
as a key element of human cultural adaptability.

(¢) The history of the sociosphere, i.e. the history of social systems and their ecodynamics which,
in the 20th century, has made society the dominating force of global environmental change in
general and climate change in particular (the history and pre-history of the Anthropocene).
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Notes

1.

An easy way to solve the problem of historians’ discomfort with the term ‘climatology” would be to
avoid it and speak of the ‘historical study of climate’ or ‘historical climate research’. However, for a
review article it would not be advisable to invent a new term for a field of study known as ‘historical
climatology’.

See the ‘Overview’ on GHNC-Monthly Version 3 at https://www.ncdc.noaa.gov/ghcnm/v3.php (accessed
3 April 2014).

For example: radiocarbon dating, potassium-argon dating, or amino acid dating; see chapters 3—4 in
Bradley (2014).

See the webpage http://climatehistory.com.au (accessed 8 April 2014).

The webpage of ‘Historical Canadian Climate Data’ is https://sites.google.com/site/historicalclimate-
data/Home (accessed 8 April 2014).

For more detail see the members list on the ACRE website, http://www.met-acre.org/wg5-non-instru-
mental-and-documentary-data (accessed 11 April 2014).

Much has been written about the noosphere — a term invented by Vladimir I Vernadsky (1863—1945) and
popularized through the work of the French Jesuit Teilhard de Chardin (1881-1955) (Fuchs-Kittowski
and Kriiger, 1997; Oldfield and Shaw, 2006). While deserving a treatise of its own, not least because of
its recent popularity among researchers working in the earth sciences, the term has always had a specula-
tive content that fundamentally questions its capacity to grasp social reality and, therefore, has too little
connectivity with existing theories of society in the social sciences and humanities.


https://www.ncdc.noaa.gov/ghcnm/v3.php
http://climatehistory.com.au
https://sites.google.com/site/historicalclimatedata/Home
https://sites.google.com/site/historicalclimatedata/Home
http://www.met-acre.org/wg5-non-instrumental-and-documentary-data
http://www.met-acre.org/wg5-non-instrumental-and-documentary-data
http://anr.sagepub.com/

198 The Anthropocene Review 1(2)

References

Archer D and Rahmstorf S (2010) The Climate Crisis: An Introductory Guide to Climate Change. Cambridge:
Cambridge University Press.

Baccini P and Brunner PH (1991) Metabolism of the Anthroposphere, New York: Springer-Verlag.

Bard E and Frank M (2006) Climate change and solar variability: What’s new under the sun? Earth and
Planetary Science Letters 248: 1-14.

Behringer W (2010) A Cultural History of Climate. Cambridge; Malden, MA: Polity.

Bider M (1954) Statistische Untersuchungen iiber die Hagelhdufigkeit in der Schweiz und ihre Beziehungen
zur Grof3wetterlage. Theoretical and Applied Climatology 1-2: 66-90.

Boulding KE (1966) The Impact of the Social Sciences. New Brunswick, NJ: Rutgers University Press.

Boulding KE (1978) Ecodynamics: A New Theory of Societal Evolution. Beverly Hills, CA: Sage Publications.

Boulding KE, Boulding E and Burgess GM (1980) The Social System of the Planet Earth. Resiefading:
Addison-Wesley.

Bradley RS (2014) Paleoclimatology: Reconstructing Climates of the Quaternary. Oxford; Amsterdam; New
York: Elsevier.

Brézdil R (2000) Historical climatology: Definition, data, methods, results. Geograficky Casopis 52: 99—121.

Brazdil R, Dobrovolny P, Luterbacher J et al. (2010a) European climate of the past 500 years: New challenges
for historical climatology. Climatic Change 101: 7—40.

Brazdil R, Pfister C, Wanner H et al. (2005) Historical climatology in Europe — The state of the art. Climatic
Change 70: 363—430.

Brazdil R, Wheeler D and Pfister C (2010b) European climate of the past 500 years based on documentary
and instrumental data. Climatic Change 101: 1-6.

Brook JL (2014) Climate Change and the Course of Global History: A Rough Journey. New York: Cambridge
University Press.

Brooks CEP (1922) The Evolution of Climate. London: Benn Bros.

Brooks CEP (1949) Climate Through the Ages. A Study of the Climatic Factors and their Variation. London:
Ernest Benn Limited.

Brovkin V, Ganopolski A, Claussen M et al. (1999) Modelling climate response to historical land cover
change. Global Ecology & Biogeography 8: 509-517.

Brown JH, Burnside WR, Davidson AD et al. (2011) Energetic limits to economic growth. BioScience 61:
19-26.

Brunet M and Jones P (2011) Data rescue initiatives: Bringing historical climate data into the 21st century.
Climate Research 47: 29-40.

Brunner PH and Rechberger H. (2001) Anthropogenic metabolism and environmental legacies. In: Douglas I
(ed.) Encyclopedia of Global Environmental Change. Chichester: Wiley, pp. 54-72.

Carey M (2012) Climate and history: A critical review of historical climatology and climate change histori-
ography. Wiley Interdisciplinary Reviews: Climate Change 3: 233-249.

Catchpole AJW (1992) Hudson’s Bay Company ships’ logbooks as sources of sea ice data, 1751-1870. In:
Bradley RS and Jones PD (eds) Climate Since AD 1500. London/New York: Routledge, pp. 17-39.

Chakrabarty D (2009) The climate of history: Four theses. Critical Inquiry 35: 197-222.

Chakrabarty D (2010) Das Klima der Geschichte: Vier Thesen. In: Welzer H, Soeffner H-G and Giesecke
D (eds) KlimaKulturen: Soziale Wirklichkeiten im Klimawandel. Frankfurt am Main: Campus, pp.
270-301.

Chakrabarty D (2011) Verdndert der Klimawandel die Geschichtsschreibung? Transit. Europdische Revue
41: 143-163.

Chenoweth M, Vaquero JM, Garcia-Herrera R et al. (2007) A pioneer in tropical meteorology: William
Sharpe’s Barbados weather journal, April-August 1680. Bulletin of the American Meteorological
Society 88: 1957-1964.

Chu Kc (1973) A preliminary study on the climatic fluctuations during the last 5000 years in China. Scientia
Sinica 16: 226-256.


http://anr.sagepub.com/

Mauelshagen 199

Claussen M (2001) Earth system models. In: Ehlers E and Krafft T (eds) Understanding the Earth System.
Berlin; Heidelberg: Springer, pp. 147-162.

Claussen M, Mysak L, Weaver A et al. (2002) Earth system models of intermediate complexity: Closing the
gap in the spectrum of climate system models. Climate Dynamics 18: 579-586.

Cook KH (2013) Climate Dynamics. Princeton, NJ: Princeton University Press.

Cornell SE, Prentice IC, House J1 et al. (2012) Understanding the Earth System: Global Change Science for
Application. Cambridge: Cambridge University Press, 267 pp.

Crutzen PJ (2002a) The ‘anthropocene’. Journal de Physique IV (Proceedings) 12: 1-5.

Crutzen PJ (2002b) Geology of mankind. Nature 415: 23-23.

Crutzen PJ (2006) The ‘Anthropocene’. In: Ehlers E and Krafft T (eds) Earth System Science in the
Anthropocene. Berlin, Heidelberg: Springer-Verlag, pp. 13—18.

Crutzen PJ and Steffen W (2003) How long have we been in the anthropocene era? Climatic Change 61:
251-257.

Crutzen PJ and Stoermer EF (2000) The ‘Anthropocene’. Global Change Newsletter 41: 17-18.

Deo RC, Syktus JI, McAlpine CA et al. (2009) Impact of historical land cover change on daily indices of
climate extremes including droughts in eastern Australia. Geophysical Research Letters 36: L08705.

Dobrovolny P, Moberg A, Brazdil R et al. (2010) Monthly, seasonal and annual temperature reconstruc-
tions for Central Europe derived from documentary evidence and instrumental records since AD 1500.
Climatic Change 101: 69-107.

Dominguez-Castro F, Vaquero JM, Marin M et al. (2012) How useful could Arabic documentary sources be
for reconstructing past climate? Weather 67: 76-82.

Dupigny-Giroux L-A (2009) Historical Climate Variability and Impacts in North America. Dordrecht:
Springer.

Eddy JA (1976) The Maunder Minimum. Science 192: 1189-1202.

Eddy JA (1978) The ‘Maunder Minimum’: Sunspots and climate in the reign of Louis XIV. In: Parker G and
Smith LM (eds) The General Crisis of the Seventeenth-century. London; Boston, MA: Henley Routledge
and Paul Kegan, pp. 226-268.

Eddy JA (1980) Climate and the role of the sun. Journal of Interdisciplinary History 10: 725-747.

Eddy JA (1983) The Maunder Minimum — A reappraisal. Solar Physics 89: 195-207.

Eddy JA, Gilman PA and Trotter DE (1977) Anomalous solar rotation in the early 17th century. Science 198:
824-829.

Eddy JA, Stephenson FR and Yau KKC (1989) On pre-telescopic sunspot records. Quarterly Journal of the
Royal Astronomical Society 30: 65-73.

Edwards PN (2010) 4 Vast Machine: Computer Models, Climate Data, and the Politics of Global Warming.
Cambridge, MA: MIT Press.

Ehlers E (2008) Das Anthropozin: Die Erde im Zeitalter des Menschen, Darmstadt: Wissenschaftliche
Buchgesellschaft.

Ehlers E and Krafft T (2006a) Earth System Science in the Anthropocene. Berlin, Heidelberg: Springer-
Verlag, 267 pp.

Ehlers E and Krafft T (2006b) Managing global change: Earth System Science in the Anthropocene. In:
Ehlers E and Krafft T (eds) Earth System Science in the Anthropocene. Berlin, Heidelberg: Springer-
Verlag, pp. 5-12.

Ehrlich PR and Ehrlich AH (2008) The Dominant Animal: Human Evolution and the Environment.
Washington, DC: Island Press.

Ehrlich PR and Holdren JP (1971) Impact of population growth. Science 171: 1212-1217.

Eubank EE (1932) The Concepts of Sociology: A Treatise Presenting a Suggested Organization of Sociological
Theory in Terms of its Major Concepts. Boston, MA; New York: D. C. Heath and Co.

Febvre L (2009) A4 Geographical Introduction to History. New York: Routledge.

Flohn H (1949) Klima und Witterungsablauf in Zirich im 16. Jahrhundert. Vierteljahrsschrift der
Naturforschenden Gesellschaft in Ziirich 94: 29-41.


http://anr.sagepub.com/

200 The Anthropocene Review 1(2)

Fogel RW (1992) Second thoughts on the European escape from hunger, famines, chronic malnutrition, and
mortality rates. In: Osmani SR (ed.) Nutrition and Poverty. Oxford; New York: Clarendon Press, pp.
243-286.

Fuchs-Kittowski K and Kriiger P (1997) The noosphere vision of Pierre Teilhard de Chardin and Vladimir
I. Vernadsky in the perspective of information and of world-wide communication 1. World Futures 50:
757-184.

Garcia-Herrera R, Barriopedro D, Herndndez E et al. (2008) A chronology of El Nifio events from primary
documentary sources in Northern Peru. Journal of Climate 21(9). DOI: 10.1175/2007JCLI1830.1.
Garcia-Herrera R, Wilkinson C, Koek FB et al. (2005) Description and general background to ships’ logbooks

as a source of climatic data. Climatic Change 73: 13-36.

Ge Q, Hao Z, Zheng J et al. (2013) Temperature changes over the past 2000 yr in China and comparison with
the Northern Hemisphere. Climates of the Past 9: 1153-1160.

Ge Q, Zheng J, Hao Z et al. (2005) Reconstruction of historical climate in China: High-resolution pre-
cipitation data from Qing Dynasty archives. Bulletin of the American Meteorological Society 86:
671-679.

Ge QS, Zheng JY, Hao ZX et al. (2010) Temperature variation through 2000 years in China: An uncertainty
analysis of reconstruction and regional difference. Geophysical Research Letters 37: L03703.

Ge Q, Zheng J, Tian Y et al. (2008) Coherence of climatic reconstruction from historical documents in China
by different studies. International Journal of Climatology 28: 1007-1024.

Gergis J and Fowler A (2009) A history of ENSO events since A.D. 1525: Implications for future climate
change. Climatic Change 92(3): 343-387.

Gergis J, Garden D and Fenby C (2010) The influence of climate on the first European settlement of
Australia: A comparison of weather journals, documentary data and palaeoclimate records, 1788—1793.
Environmental History 15: 485-507.

Glaser R and Riemann D (2009) A thousand-year record of temperature variations for Germany and Central
Europe based on documentary data. Journal of Quaternary Science 24: 437-449.

Groh D, Kempe M and Mauelshagen F (2003) Naturkatastrophen: Beitrdge zu ihrer Deutung, Wahrnehmung
und Darstellung in Text und Bild von der Antike bis ins 20. Jahrhundert. Literatur und Anthropologie.
Tiibingen: Gunter Narr, 434 pp.

Hagedorn H and Glaser R (1990) Zur methodischen Konzeption und Regionalisierung in der Paldoklimatologie.
Berliner Geographische Abhandlungen 53: 251-260.

Hertzler JO (1954) Society in Action: A Study of Basic Social Processes. New York: Dryden Press.

Hoyt DV and Schatten KH (1995a) Observations of sunspots by Flamsteed during the Maunder Minimum.
Solar Physics 160: 379-385.

Hoyt DV and Schatten KH (1995b) Overlooked sunspot observations by Hevelius in the early Maunder
Minimum, 1653 1684. Solar Physics 160: 371-378.

Hoyt DV and Schatten KH (1996) How well was the Sun observed during the Maunder Minimum? Solar
Physics 165: 181-192.

Hoyt DV and Schatten KH (1998) Group sunspot numbers. A new solar activity reconstruction. Solar Physics
181: 491-512.

Huntington E (1915) Civilization and Climate. New Haven, CT; London: Yale University Press.

Huntington E (1917) Climatic change and agricultural exhaustion as elements in the fall of Rome. The
Quarterly Journal of Economics 31: 173-208.

Hurtt GCS, Frolking MG, Moore FB et al. (2006) The underpinnings of land-use history: Three centuries
of global gridded land-use transitions, wood-harvest activity, and resulting secondary lands. Global
Change Biology 12: 1208-1228.

Ingram MJ, Underhill DJ, Underhill T et al. (1978) Historical climatology. Nature 276: 329-334.

Intergovernmental Panel on Climate Change (IPCC) (2013) Climate Change 2013: The Physical Science
Basis Working Group I Contribution to the Fifth Assessment Report of the Intergovernmental Panel on
Climate Change. Cambridge: Cambridge University Press.


http://anr.sagepub.com/

Mauelshagen 201

Juneja M and Mauelshagen F (2007) Disasters and pre-industrial societies: Historiographic trends and com-
parative perspectives. In: Juneja M and Mauelshagen F (eds) Coping with Natural Disasters in the Pre-
industrial World. Delhi: SAGE, pp. 1-31.

Kaplan JO, Krumhardt KM and Zimmermann N (2009) The prehistoric and preindustrial deforestation of
Europe. Quaternary Science Reviews 28: 3016-3034.

Kiss A, Wilson R and Bariska I (2011) An experimental 392-year documentary-based multi-proxy (vine and
grain) reconstruction of May— July temperatures for Kdszeg, West-Hungary. International Journal of
Biometeorology 55: 595-611.

Lamb H and Frydendahl K (1991) Historic Storms of the North Sea, British Isles and Northwest Europe.
Cambridge: Cambridge University Press.

Lambin EF, Turner BL, Geist HJ et al. (2001) The causes of land-use and land-cover change: Moving beyond
the myths. Global Environmental Change 11: 261-269.

Lawrimore JH, Menne MJ, Gleason BE et al. (2011) An overview of the Global Historical Climatology
Network monthly mean temperature data set, version 3. Journal of Geophysical Research: Atmospheres
116: D19121.

Le Roy Ladurie E (1959) Histoire et climat. Annales: Economies, Sociétés, Civilisations 14: 3-34.

Le Roy Ladurie E (1961) Aspect historique de la nouvelle climatologie. Revue Historique 85: 1-20.

Le Roy Ladurie E (1967) Histoire du climat depuis [’an mil. Paris: Flammarion.

Le Roy Ladurie E (1972) Times of Feast, Times of Famine. A History of Climate Since the Year 1000.
London: George Allen & Unwin Ltd.

Le Roy Ladurie E (1979a) The history of rain and fine weather. In: Le Roy Ladurie E The Territory of the
Historian. Chicago, IL: University of Chicago Press, pp. 293-319.

Le Roy Ladurie E (1979b) The Territory of the Historian. Chicago, IL: University of Chicago Press.

Le Roy Ladurie E (2004/2006) Histoire humaine et comparée du climat. Paris: Fayard.

Le Roy Ladurie E and Rousseau D (2013) Naissance de [’histoire du climat. Paris: Hermann.

Leijonhufvud L, Wilson R, Moberg A et al. (2010) Five centuries of Stockholm winter/spring temperatures
reconstructed from documentary evidence and instrumental observations. Climatic Change 101: 109-141.

Letfus V (2000) Sunspot and auroral activity during Maunder Minimum. Solar Physics 197: 203-213.

Lionello P (2006) Mediterranean Climate Variability. Amsterdam: Elsevier, 421 pp.

Lionello P (2012) The Climate of the Mediterranean Region from the Past to the Future. Amsterdam: Elsevier.

Loader NJ, Jalkanen R, McCarroll D et al. (2011) Spring temperature variability in northern Fennoscandia
AD 1693-2011. Journal of Quaternary Science 26: 566-570.

Lucht W (2010) Earth system analysis and taking a crude look at the whole. In: Schellnhuber HJ, Molina M,
Stern N et al. (eds) Global Sustainability: A Nobel Cause. Cambridge: Cambridge University Press, pp.
19-31.

Luterbacher J, Dietrich D, Xoplaki E et al. (2004) European seasonal and annual temperature variability,
trends, and extremes since 1500. Science 303: 1499-1503.

Luterbacher J, Xoplaki E, Dietrich D et al. (2001) Extending North Atlantic Oscillation reconstructions back
to 1500. Atmospheric Science Letters 2: 114—124.

Luterbacher J, Xoplaki E, Dietrich D et al. (2002) Reconstruction of sea-level pressure fields over the eastern
North Atlantic and Europe back to 1500. Climate Dynamics 18: 545-562.

Malm A and Hornborg A (2014) The geology of mankind? A critique of the Anthropocene narrative. The
Anthropocene Review 1(1): 62—69.

Manley G (1953) The mean temperature of central England, 1698-1952. Quarterly Journal of the Royal
Meteorological Society 79: 242-261.

Manley G (1958) The revival of climatic determinism. Geographical Review 48: 98—105.

Manley G (1974) Central England temperatures: Monthly means 1659 to 1973. Quarterly Journal of the
Royal Meteorological Society 100: 389—405.

Mauelshagen F (2009) Keine Geschichte ohne Menschen: Die Erneuerung der historischen
Klimawirkungsforschung aus der Klimakatastrophe. In: Kirchhofer A and Pfister C (eds) Nachhaltige
Geschichte: Festschrift fiir Christian Pfister. Ziirich: Chronos, pp. 169-193.


http://anr.sagepub.com/

202 The Anthropocene Review 1(2)

Mauelshagen F (2010) Klimageschichte der Neuzeit 1500-1900. Darmstadt: Wissenschaftliche
Buchgesellschaft.

Mauelshagen F (2011) Sharing the risk of hail: Insurance, reinsurance and the variability of hailstorms in
Switzerland, 1880—-1932. Environment & History 17: 171-191.

Mauelshagen F (2012) ‘Anthropozin’. Pladoyer fiir eine Klimageschichte des 19. und 20. Jahrhunderts.
Zeithistorische Forschungen/Studies in Contemporary History 9: 131-137.

Mauelshagen F and Pfister C (forthcoming) From climate to society: Climate history in the 21st century. In:
Chakrabarti R (ed.) Climate and Society: A Global Perspective. Delhi: Primus Books.

Menne MJ, Durre I, Vose RS et al. (2012) An overview of the global historical climatology network-daily
database. Journal of Atmospheric and Oceanic Technology 29: 897-910.

Mikami T (2008) Climatic variations in Japan reconstructed from historical documents. Weather 63: 190-193.

Miller CA and Edwards PN (2001) Changing the Atmosphere: Expert Knowledge and Environmental
Governance. Cambridge, MA: MIT Press.

Mock CJ (2004) Tropical cyclone reconstructions from documentary records; examples from South Carolina.
In: Murnane RJ and Liu K-B (eds) Hurricanes and Typhoons: Past, Present and Future. New York:
Columbia University Press, pp. 121-148.

Munich Re Group (2008) Highs and Lows: Weather Risks in Central Europe. Germany, Austria, Switzerland,
Czech Republic, Slovak Republic, Slovenia, Northern Italy. Munich: Munich Re Group.

NASA Advisory Council CoESS (1988) Earth System Science: A Closer View. Washington, DC: National
Academies.

Nash DJ and Adamson GCD (2013) Recent advances in the historical climatology of the Tropics and
Subtropics. Bulletin of the American Meteorological Society 95: 131-146.

Neukom R and Gergis J (2012) Southern Hemisphere high-resolution palaeoclimate records of the last 2000
years. The Holocene 22: 501-524.

Neukom R, del Rosario Prieto M, Moyano R et al. (2009) An extended network of documentary data from
South America and its potential for quantitative precipitation reconstructions back to the 16th century.
Geophysical Research Letters 36. DOI: 10.1029/2009g1038351.

Organe consultatif sur les changements climatiques (OcCC) (2007) Climate Change and Switzerland 2050.
Expected Impacts on Environment, Society and Economy. Bern: OcCC & Proclim.

Oldfield JD and Shaw DJB (2006) V.I. Vernadsky and the noosphere concept: Russian understandings of
society—nature interaction. Geoforum 37: 145-154.

Parker D and Horton B (2005) Uncertainties in Central England Temperature 1878-2003 and some improve-
ments to the maximum and minimum series. International Journal of Climatology 25: 1173-1188.
Parker D, Legg TP and Folland C (1992) A new daily Central England Temperature series 1772-1991.

International Journal of Climatology 12: 317-342.

Pauling A, Luterbacher J, Casty C et al. (2006) Five hundred years of gridded high-resolution precipita-
tion reconstructions over Europe and the connection to large-scale circulation. Climate Dynamics 26:
387-405.

Peterson TC and Vose RS (1997) An overview of the Global Historical Climatology Network Temperature
Database. Bulletin of the American Meteorological Society 78: 2837-2849.

Pfister C (1975) Agrarkonjunktur und Witterungsverlauf im westlichen Schweizer Mittelland 1755-1797.
Bern: Geographisches Institut der Universitdt Bern.

Pfister C (1992) Das 1950er Syndrom. Der Energieverbrauch unserer Zivilisation in historischer Perspektive.
Natur und Mensch 34: 1-4.

Pfister C (1994) Das 1950er-Syndrom. Die Epochenschwelle der Mensch-Umwelt-Beziehung zwischen
Industriegesellschaft und Konsumsgesellschaft. Gaia 3: 71-90.

Pfister C (1996) Das 1950er Syndrom. Der Weg in die Konsumgesellschaft. Bern: Haupt.

Pfister C (1998) The ‘syndrome of the 1950°s’ in Switzerland. Cheap energy, mass consumption and the envi-
ronment. In: Strasser S, McGovern C and Judt M (eds) Getting and Spending. European and American
Consumer Societies in the Twentieth Century. New York; Cambridge: Cambridge University Press, pp.
359-378.


http://anr.sagepub.com/

Mauelshagen 203

Pfister C (2002) Am Tag danach. Zur Bewdltigung von Naturkatastrophen in der Schweiz 1500-2000. Bern:
Haupt.

Pfister C (2005) Weeping in the snow. The second period of Little Ice Age-type Impacts, 1570-1630. In:
Behringer W, Lehmann H and Pfister C (eds) Kulturelle Konsequenzen der ‘Kleinen Eiszeit’/Cultural
Consequences of the ‘Little Ice Age’. Gottingen: Vandenhoeck & Ruprecht, pp. 31-86.

Pfister C (2010) The 1950s Syndrome’ and the transition from a slow-going to a rapid loss of global sustain-
ability. In: Ukétter Fua (ed.) The Turning Points in Environmental History. Pittsburgh, PA: University
of Pittsburgh Press, pp. 90-118.

Pfister C (forthcoming) The ‘Black Swan’ of 1540 — A European megadrought. In: Leggewie C and
Mauelshagen F (eds) Climate and Culture in Europe. Leiden: Brill.

Pfister C, Garnier E, Alcoforado M-J et al. (2010) The meteorological framework and the cultural memory
of three severe winter-storms in early eighteenth-century Europe. Climatic Change 101: 281-310. DOI
10.1007/s10584—10009—-19784-y.

Pfister C, Brazdil R and Glaser R (eds) (1999) Climatic Variability in Sixteenth-Century Europe and Its Social
Dimension. Dordrecht: Kluwer Academic Publishers.

Pfister C, Luterbacher J, Wanner H et al. (2008) Documentary evidence as climate proxies. ‘White Paper’
written for the Proxy Uncertainty Workshop, Trieste, 9—11 June 2008.

Polanyi K (1944) The Great Transformation. New York; Toronto: Farrar & Rinehart Inc.

Post JD (1977) The Last Great Subsistence Crisis in the Western World. Baltimore, MD; London: Johns
Hopkins University Press.

Post JD (1984) Climatic variability and the European mortality wave of the early 1740s. Journal of
Interdisciplinary History 15: 1-30.

Prieto MdR and Garcia Herrera R (2009) Documentary sources from South America: Potential for climate
reconstruction. Palaeogeography, Palaeoclimatology, Palaeoecology 281: 196-209.

Prieto MdR and Rojas F (2012) Documentary evidence for changing climatic and anthropogenic influences
on the Bermejo Wetland in Mendoza, Argentina, during the 16th and 20th century. Climate of the Past
8:951-961.

Ramankutty N and Foley JA (1999) Estimating historical changes in global land cover: Croplands from 1700
to 1992. Global Biogeochemical Cycles 13(4): 997-1027.

Robertson A, Overpeck J, Rind D et al. (2001) Hypothesized climate forcing time series for the last 500 years.
Journal of Geophysical Research 106: 14783—-14803.

Rohland E (2011) Sharing the Risk: Fire, Climate, and Disaster: Swiss Re 1864—1906. Lancaster: Crucible
Books.

Rohland E (2013) Hurricanes in New Orleans, 1718—1965: A history of adaptation. Department of History,
Ruhr University Bochum. Dissertation thesis.

Rotberg RI and Rabb TK (eds) (1981) Climate and History: Studies in Interdisciplinary History. Princeton,
NIJ: Princeton University Press.

Rousseau D (2009) Les températures mensuelles en région parisienne de 1676 a 2008. La Météorologie 67:
43-55.

Ruddiman WF (2003) The anthropogenic greenhouse era began thousands of years ago. Climatic Change 61:
261-293.

Ruddiman WE (2005a) How did humans first alter global climate? Scientific American 292: 46-53.

Ruddiman WF (2005b) The early anthropogenic hypothesis a year later. An editorial reply. Climatic Change
69: 427-434.

Ruddiman WF (2005¢) Plows, Plagues, and Petroleum. How Humans Took Control of Climate. Princeton,
NIJ: Princeton University Press.

Ruddiman WF (2008) Earth’s Climate Past and Future. New York: Freeman.

Ruddiman WF (2013) The Anthropocene. Annual Review of Earth and Planetary Sciences 41: 45-68.

Samson PR and Pitt D (1999) The Biosphere and the Noosphere Reader: Global Environment, Society and
Change. London: Routledge.

Schellnhuber HJ (1999) Earth system analysis and the second Copernican revolution. Nature 402: C19-C23.


http://anr.sagepub.com/

204 The Anthropocene Review 1(2)

Schenk GJ (2009) Katastrophen: Vom Untergang Pompejis bis zum Klimawandel. Stuttgart: Thorbecke.

Schiesser H-H (1997) Klimatologie der Stiirme und Sturmsysteme anhand von Radar- und Schadendaten.
Zeurich: Vdf.

Schove DJ (1979) Sunspot turning-points and Aurorae since A. D. 1510. Solar Physics 63: 423-432.

Schove DJ (1983) Sunspot Cycles. Stroudsburg: Hutchinson Ross; Wokingham: Distributed by Van Nostrand
Reinhold.

Semple EC (1911) Influences of Geographic Environment on the Basis of Ratzel’s System of Anthropo-
Geography. New York: Henry Holt and Company.

Sen AK (1981) Poverty and Famines. Oxford: Oxford University Press.

Sibly RM, Brown JH and Kodric-Brown A (2012) Metablic Ecology: A Scaling Approach. Chichester;
Hoboken, NJ: Wiley-Blackwell.

Smil V (2002) The Earth’s Biosphere: Evolution, Dynamics, and Change. Cambridge, MA: MIT Press.

Snow CP (1959) The Two Cultures and the Scientific Revolution. New York: Cambridge University Press.

Steffen W, Crutzen PJ and McNeill JR (2007) The Anthropocene: Are humans now overwhelming the great
forces of nature? AMBIO: A Journal of the Human Environment 36: 614-621.

Steffen W, Grinevald J, Crutzen P et al. (2011) The Anthropocene: Conceptual and historical perspectives.
Philosophical Transactions A: Mathematics Physics Engineering Science 369: 842—867.

Suess E (1875) Die Entstehung der Alpen. Wien: Wilhelm Braumiiller.

Suess E (1885) Das Antlitz der Erde. Prag: Tempsky.

Thomson JA (1921) The Control of Life New York: H. Holt and Company.

Utterstrom G (1955) Climatic fluctuations and population problems in early modern history. Scandinavian
Economic History Review 3: 3—47.

Vidal de La Blache P (1922) Principes de géographie humaine, publiés, d’apreés les manuscrits de |’auteur
par Emmanuel de Martonne, Paris: Colin.

Vogt S, Glaser R, Luterbacher J et al. ( 2011) Assessing the Medieval Climate Anomaly in the Middle East:
The potential of Arabic documentary sources. PAGES News 19: 28-29.

Wang P-K (1979) Meteorological records from ancient chronicles of China. Bulletin of the American
Meteorological Society 60: 313-318.

Wang P-K and Zhang D (1988) An introduction to some historical governmental weather records of China.
Bulletin of the American Meteorological Society 69: 753-758.

Wheeler D (2009) British Ships’ logbooks as a source of historical climatic information. In: Kirchhofer
A, Kriamer D, Merki C et al. (eds) Nachhaltige Geschichte. Festschrift fiir Christian Pfister. Ziirich:
Chronos, pp. 109-128.

Wheeler D, Garcia Herrera R, Koek F et al. (2006) CLIWOC: Climatological Database for the World’s
Oceans: 1750 to 1850. Luxembourg: Office for Official Publications of the European Communities.

Wigley TML, Ingram MJ and Farmer G (eds) (1981) Climate and History: Studies in Past Climates and Their
Impact on Man. Cambridge, MA; New York, NY: Cambridge University Press.

Xoplaki E, Luterbacher J, Paeth H et al. (2005) European spring and autumn temperature variability and
change of extremes over the last half millennium. Geophysical Research Letters 32: L15713.

Zaiki M, Konnen GP, Tsukahara T et al. (2006) Recovery of nineteenth-century Tokyo/Osaka meteorological
data in Japan. International Journal of Climatology 26: 399—423.


http://anr.sagepub.com/

